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1 Introduction
Based on the discussion in the last RAN3 meetings, possible 8 function split options between central unit and distributed unit and our proposals about option3 have been captured in TR38.801[1]. 
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In this contrubution, we analyse functional splitting issue from the perspective of architecture and specifications, then give our proposals accordingly.
2 Discussion
About the function split between central and distributed unit, there are at least the following 4 questions to be handled. In this section, we will analyze these questions one by one and then give our preferences.
(1) How many splits will be specified and supported by open interfaces? 
In the total 8 options, there are two categories: used for ideal delay fronthaul scenarios and used for non-ideal delay fronthaul scenarios. Options 1 to 3 are for non-ideal delay fronthaul and options 4 to 8 are for ideal delay fronthaul. In option 4, scheduling function is located in DU entity and the function of organizing PDU according to the scheduling grants is located in CU entity. At the beginning of each transmission occasion, there are lots of data and information to be exchanged between CU and DU in a very short period of time, e.g. even microsecond level. This will cause a very high requirement for delay of the fronthaul but have no obvious benefit for transmission efficiency except for reducing the storage requirements of DU entity. We propose to exclude option4.
Proposal 1: It is proposed to exclude option4 from the furture specification.
From option5 to option8, the requirements for throughput of fronthaul are increased gradually. And from the centralized scheduling to the centralized physical processing, transmission efficiency is becoming higher and higher. It depends on many factors which centralized algorithm is adopted in CU, e.g. throughput of fronthaul, the number of antenna ports, transmission bandwidth and so on. Hence we think it depends on the benefit and requirement to decide whether one or several options for ideal backhaul scenarios should be specified.
Option1 is the architecture with centralized C-plane and distributed U-plane. In mobility procedure, data interruption experience and the complexity and overhead to core network are big drawbacks, especially in the case of ultra dense TRPs. Option2 is similar to the architecture of 3C in DC. Standardized effort is minimal. And it is very suitable for LTE-NR interworking case. Option3 is the latest optimization according to the characteristics of NR and has the best efficiency and flexibility.
Proposal 2: At least 2 kinds of functional split between CU and DU should be specified for NR, e.g. option3 and option2. Detailed functional description should be decided by RAN2.
(2) Will the tight LTE/NR interworking case affect the number of functional split options?
 In case of the interworking 1A, both MeNB and SeNB have independent DRB and full UP stack. Hence interworking case doesn’t affect choice of the functional split options between CU and DU. In other words, in the interworking 1A case, all functional split options can be used to interwork with LTE. In the case of interworking 3C, according to legacy 3C architecture, PDCP and higher functions are located in MeNB and RLC and lower functions are located in SeNB, which is similar with the functional split option2. In the functional split option1, PDCP layer should be located in DU. Hence option1 and the interworking 3C architecture don’t match. For option2 and other options, if LTE as MeNB, PDCP can be located in LTE eNB and other functions will split between CU and DU. Otherwise NR as MeNB, PDCP can be located in CU. LTE split bearer will follow legacy 3C architecture. NR split bearer will split other functions except for PDCP between CU and DU. 
Observision1: The tight LTE/NR interworking case is not suitable for option1 in 3C case and has no obvious effects on the choice of other functional split options.
(3) What is the granularity of the Centralized Unit – Distributed Unit functional split? 
Firstly, when talking about CU-DU functional split, the minimal granularity is per bearer. All of UP stack split for non-ideal case are based on each DRB or SRB. If we support two types of split options of non-ideal case, we can support configuration of split per bearer. In our view, the basic difference between option2 and option3 is the location of ARQ function. Central ARQ (i.e. option3) is more suitable for the multiple connectivity case and lower ARQ (i.e. option2) for the single connectivity case and interworking case. The granularity of decision of the number of connectivity and interworking can be per bearer, which means according to the characteristics of the service to decide whether to need to offload/multipath transmission. Hence the granularity of the CU-DU functional split is per bearer.
Proposal 3: The CU-DU functional split could be configured per bearer.
(4) What is the reconfiguration dynamicity of the network functional split?
According to the above discussion, the granularity of the CU-DU functional split is per bearer. Hence the reconfiguration dynamicity of the network functional split is the same as the bearer reconfiguration, i.e. semi-static reconfiguration by RRC signalling and interfaces signalling.
Proposal 4: The reconfiguration dynamicity of the network functional split is semi-static reconfiguration by RRC signalling and interfaces signalling.
Besides the above 4 questions listed in TR, we have another question to discuss about interworking architecture.
(5) What is RAN architecture when the tight LTE/NR interworking case and CU-DU functional split co-exist?
In the architecture of CU-DU split, it is a question how to consider the tight LTE/NR interworking case. It needs to be discussed whether there is a direct UP interface between LTE eNB and DU or the interface exists only between LTE eNB and CU. If it is the latter, the tight LTE/NR interworking case will not affect the internal functional split between CU and DU. But it is obvious that interworking will be more efficient if there is a direct UP interface between LTE eNB and DU, especially in 3C case.
Proposal 5: It should be discuss by RAN3 what the RAN architecture is when the tight LTE/NR interworking case and CU-DU functional split co-exist.
3 Conclusion
Based on the discussion in section 2 the followings are proposed:
Proposal 1: It is proposed to exclude option4 from the furture specification.
Proposal 2: At least 2 kinds of functional split between CU and DU should be specified for NR, e.g. option3 and option2. Detailed functional description should be decided by RAN2.
Observision1: The tight LTE/NR interworking case is not suitable for option1 in 3C case and has no obvious effects on the choice of other functional split options.
Proposal 3: The CU-DU functional split may be configured per bearer.
Proposal 4: The reconfiguration dynamicity of the network functional split is semi-static reconfiguration by RRC signalling and interfaces signalling.
Proposal 5: It should be discuss by RAN3 what the RAN architecture is when the tight LTE/NR interworking case and CU-DU functional split co-exist.
4 Annex: an proposed L2 UP stack considering CU/DU split
The folloing figure gives an proposed L2 functional splitting between CU and DU[2-3].
Flexible placement of the ARQ function in different deployments involving a fronthaul between upper L2 and lower L2:

· single connectivity bearers: ARQ located in lower L2 for latency performance

· multi-connectivity: ARQ located in upper L2
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