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1. Introduction
The latest version of TR 38.801 captures details on possible splits of the gNB into two units (CU and DU). Meanwhile it also captures the principles for a horizontal interface (Xn), and some initial discussion on tight interworking (effectively dual connectivity) between gNBs.

During RAN3#93 there was also some discussion as to which should be the endpoints of the Xn interface in the case of a CU/DU split. This paper discusses this issue.
2. Analysis
2.1 Potential New RAN Architectures

In LTE we have horizontal interfaces between the eNBs, and in the New RAN, we are studying the potential for an interface between DU and CU within the gNB. The potential architecture is shown below
:
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Fig.1: New RAN architecture

The above diagram assumes that in general the gNBs may or may not have an internal split (DU/CU), and that the horizontal interface (Xn) should be agnostic of this. Hence there is no direct relationship between the two interfaces or their endpoints. If so, a gNB would not necessarily know of the RAN internal split of a neighbour gNB, and there would be no requirement for Xy IDs (e.g. CU/DU IDs, if applicable) to be visible in Xn, for example.
This is clearly the most obvious architecture, however it may be useful to consider whether any alternatives are possible or have any clear advantages to support tight interworking. For example, it is possible to explicitly introduce new interfaces to allow exchanges between CUs and DUs, and for a gNB to directly interface with DUs and CUs of a neighbour node. A more generic (hypothetical) architecture is shown below:
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Fig.2: Generic New RAN Architecture

Here we assume that Xn would be a generic horizontal interface at higher layers, and add Xyy (a “diagonal interface” enabling a CU or gNB to interact directly with neighbour DUs). Note that Xyy could be the same (or very similar) interface as Xy.
2.2 Discussion of functional requirements

In the following we consider which functions are required in the interfaces between neighbour gNBs, taking tight interworking into account.
The current functions of X2 reflect the fact that X2 can be used to manage and coordinate resources for the UE, as well as coordinating or exchanging information about generic resource available to each eNB, and respective use. Hence on the UE-associated side we have functions such as handover, context transfer and dual connectivity, while on the non-UE-associated side we have functions such as load management.
It is useful to consider how these functions would be impacted by a RAN split, since this has a direct impact on likely role of Xn, and whether extra interfaces such as shown in Fig.2 are needed.
2.2.1 UE-associated control plane aspects
The first aspect to note is that in all functional splits, the RRC layer resides in the CU. Similarly the NG-C interface is expected to terminate in the CU portion of the gNB where the RRC layer resides. Hence we can assume that the full UE context should also be stored in the CU, regardless of whether some context items are known to the individual DUs. This “full UE context” includes not only the information received from the core network (NG context), but also the specific radio configuration for the UE (i.e. RRC layer context).
Observation 1: NG-C interface terminates in the CU.

Observation 2: The full UE context will be stored in the CU (including both core and RAN information), regardless of whether some aspects of the context may be known to DUs.
It follows that any UE-associated control-plane exchange of information must involve the CUs. For example:

· From a CP perspective, handover between two gNBs is essentially a context transfer process whereby the “anchor” RAN node responsible for the control plane for that UE (RRC) is moved. Based on observation 2, this is clearly an inter-CU transaction. 
· Context transfer (e.g. for inactive state) may be different in detail, but it will essentially be an exchange between CP entities.

· Also from CP perspective, dual connectivity also involves context aspects which requires RRC and hence CU involvement.
Observation 3: UE-associated control-plane exchange of information is expected to involve the CUs. This includes handover and dual connectivity.
At least in principle, the above observations could be followed without necessarily having an interface directly between CUs. To illustrate this let’s consider a case of a network-controlled handover between two gNBs (similar to LTE):
Step 1: Serving gNB/CU detects requirement for handover (based on UE measurements or otherwise)

Step 2: Based on the UE measurements, or information previously obtained, the gNB/CU identifies the target DU

Step 3: The gNB/CU directly initiates the preparation of the target by sending a Handover Preparation message to the target DU via Xyy

Step 4: The target DU receives this information and triggers an exchange with its CU in order to provide the context information to the CU and decide whether to accept the HO. Note that it’s the CU that ultimately provides the UE’s new radio configuration (RRC level) even if such configuration might be negotiated with the DU. The main context is created in the CU.
Step 5: The target DU responds to the source gNB/CU with a handover acknowledgement, and the source issues a HO command to the UE.
Step 6: The UE arrives in the target gNB, and the handover is completed at RAN level (e.g. at some point the DU may signal to the source that the context may be released).

Similar steps could be derived for dual connectivity, whereby the CUs would always need to be involved.

The above adds no value with respect to simple Xn interaction (as in figure 1), since ultimately the receiving DU must interact with the CU if we assume that the RRC layer is in the CU. Hence the additional interface does not seem justified. Additionally, this option creates complexity since we would now have two possible ways to prepare an intra-RAN handover. Therefore 

Observation 4: The diagonal interface Xyy seems to provide no added value from UE-associated CP procedure point of view.

2.2.2 UE-associated user plane aspects

It is expected that there will be user plane traffic between the gNBs, for example during handover forwarding, dual connectivity, or other yet to be specified functions. 

User plane traffic could be directed from the source gNB towards the neighbour DU, in the sense that the target user plane termination point could be physically located in the DU. However, current behaviour in X2 already allows the target IP address of the node receiving the traffic to be set by the target eNB. As such reusing the existing X2 behaviour allows a target gNB to determine whether to terminate the traffic from the source gNB at a DU or CU node of the target gNB.

Observation 5: The Xn-U interface can be used to terminate U-plane traffic from the source gNB to a target gNB. The target IP address can be determined by the target gNB to point to the CU or a DU associated with the target gNB. Whether the IP address belongs to a CU or a DU is transparent to the source gNB.
Note that even if the source gNB is not aware of the termination point at the target, there may still be a dependency between the supported split and the choice of termination point by the target gNB. For example, for lower-layer splits, a gNB acting as SeNB should not provide DU termination points since this is likely to resolve in resource conflicts. 

Observation 6: In general, a target (or SeNB-hosted) DU may directly receive data from the source eNB (or MeNB) provided the split is such that MAC functionality resides in the DU.

2.2.3 Non UE-associated aspects

The exchange of information between nodes is used for functions such as interference coordination or load management. To make use of this information, a DU would need to have control of some radio resources, and be able to make allocations using such resources. This implies a higher layer split, for example split options 2 or 3.
Observation 7: Exchange of non-UE associated information with DUs only seems to be useful for DUs with higher layers.

2.3 Discussion
Summarizing the above analysis, the option of having diagonal control plane interfaces does not seem attractive.
1) Any CP interaction (with radio or NG context implications) requires anyway the involvement of the CU. Although it is possible to do this without direct use of the Xn, the extra complexity does not seem to be justified. 

2) Note also that a DU does not necessarily equate to a cell (in today’s terms), and so the diagonal interface might anyway be insufficient (for example: information from multiple DUs might be needed to work out the overall situation in a cell). Information aggregation should probably be done in the controlling CU.

Overall there does not seem to be a strong enough justification to have the Xyy interface. Hence:
Proposal 1: A logical DU should interface to one logical CU only.

Proposal 2: The Xn interface is defined between gNBs, and its general operation should be agnostic of whether one or both peer gNBs have an internal split.
Proposal 3: By default, the XnAP protocol entity must be logically part of the CU, but this does not need to be shown explicitly (in diagrams), since the Xn logical endpoints are the “gNBs”.
Secondly we have seen that user plane terminations, although logically in the gNB, could (by choice of a gNB) be configured to be in the DU. For example, in the case of forwarding or DC, a gNB could in principle provide tunnel endpoints in a DU. This is however a different case where there could be some synergy between the configuration of the Xn-u and the split, without impacting the architecture (i.e. this would be up to implementation). 
Such operation may require the gNBs to negotiate whether this is possible (e.g. during handover preparation), since different endpoints could be needed for different PDUs. Further analysis is needed. This should also include the case where one of the nodes is an eNB (for example, an eNB acts as the MeNB, or the source, but the gNB may wish to direct DL PDCP PDUs directly to the DU).
Proposal 4: The existing X2 functionality can be reused to enable a gNB to configure specific user plane terminations in the DU which is transparent to the neighbor gNB.

3. Conclusion

This paper has discussed some aspects related to the New RAN internal architecture and its possible relation with the gNB internal split.
The main conclusions are as follows:

Proposal 1: A logical DU should interface to one logical CU only.

Proposal 2: The Xn interface is defined between gNBs, and its general operation should be agnostic of whether one or both peer gNBs have an internal split.

Proposal 3: By default, the XnAP protocol entity must be logically part of the CU, but this does not need to be shown explicitly (in diagrams), since the Xn logical endpoints are the “gNBs”.
Proposal 4: The existing X2 functionality can be reused to enable a gNB to configure specific user plane terminations in the DU which is transparent to the neighbor gNB.
A text proposal that captures the main points is provided in the Appendix.
4. Appendix: Text Proposal

x.y Functional splits and RAN architecture
Assuming the functional split of a gNB into CU and DU, it may be considered whether the Xn interface could be an interface between CUs, and also whether the RAN architecture should be enhanced to include additional interfacing between e.g. CUs and DUs of different gNBs. 

Considering first the control plane, the RRC layer resides in the CU for all functional splits. Similarly the NG-C interface is expected to terminate in the CU portion of the gNB where the RRC layer resides. Hence we can assume that the full UE context should also be stored in the CU, regardless of whether some context items are known to the individual DUs. This “full UE context” includes not only the information received from the core network (NG context), but also the specific radio configuration for the UE (i.e. RRC layer context). It follows that any UE-associated control-plane exchange of information must involve the CUs. For example, from a CP perspective, handover between two gNBs is essentially a context transfer process whereby the “anchor” RAN node responsible for the control plane for that UE (RRC) is moved. This is clearly an inter-CU transaction.
For user plane, it is expected that there will be user plane traffic between the gNBs, for example during handover forwarding or dual connectivity. It is possible that the user plane traffic could be directed from the source gNB towards the neighbour DU.However setting user plane termination points e.g. in a DU, is already possible with X2-like functionality, and should be anyway controlled by the CU.. 

In the case of non-UE associated functions, exchange of information between nodes may be used for e.g. interference coordination or load management. To make use of this information, a DU would need to have control of some radio resources, and be able to make allocations using such resources. 

The above do not represent sufficient justification to add new interfaces with the explicit involvement of CU or DU in the generic RAN architecture. In particular:
1)
Any CP interaction (with radio or NG context implications) requires anyway the involvement of the CU. Although it is possible to do this without direct use of the Xn, the extra complexity does not seem to be justified. 

2)
For non-UE associated functions, it is very likely that information from multiple DUs needs to be aggregated, and this would best be done in the CU.

In conclusion, the following principles are agreed in respect of the relationship between CU/DU split and the overall architecture
· A logical DU interfaces to one logical CU only.

· The Xn interface is defined between gNBs
· The general operation of the Xn interface should be agnostic of whether one or both peer gNBs have an internal split.

· The user plane terminations for a particular tunnel of the Xn-u may be colocated with a CU or a DU, but this can be implemented through configuration of the transport layer (and signalling of the desired IP addresses in Xn-c).

The figure below represents the resulting relationship:
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Fig. x: Relationship between the RAN architecture and the gNB functional split

Within the above framework, it can still be studied whether the user plane terminations could (by choice of a gNB) be configured to be in the DU. For example, in the case of forwarding or DC, a gNB could in principle provide tunnel endpoints in a DU. For example, taking the case of option 2 split:

-
The target gNB could provide a DU endpoint for processed PDCP PDUs, and a CU endpoint for unprocessed PDUs.

-
The source gNB could configure the DU to forward PDUs received from the UE if not yet sent to the CU (i.e. the DU switches the UP towards the PDCP entity of the target)

-
For DC, in case of split bearer, the SeNB could provide a DU endpoint for the user plane

Such operation may require the gNBs to negotiate whether this is possible (e.g. during handover preparation), since different endpoints could be needed for different PDUs. This operation could also apply for the case of tight LTE/NR interworking (for example, if an eNB acts as the MeNB, or the source, but the gNB may wish to direct DL PDCP PDUs directly to the DU).

� Note that this potential architecture diagram does not take into account the additional topic of the CP/UP split.
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