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1. Introduction
The latest version of TR 38.801 captures details on possible splits of the gNB into two units (CU and DU). Meanwhile there has also been some discussion about possible granularity of the split (if adopted), and whether reconfiguration may be needed. This paper provides some initial observations on these topics.
2. Granularity of CU/DU Functional Split

Currently we do not know how many possible splits could be supported within a gNB in general. However for the purpose of this discussion, we will assume a minimum of one split and a maximum of three. Note that even more splits may be possible: for example, one scenario is that multiple configurations within option 7 are supported. It is FFS whether these are considered actual splits, or configurations of a given split.

Assuming the above, then the open question is the granularity of the split (and also how it is configured). This may have impacts on system requirements. Some possible options for the granularity of the CU/DU functional split are listed below:

1) Per CU: each CU has a fixed split, and DUs are configured to match this. 

2) Per DU: each DU can be configured with a different split. The choice of a DU split may depend on specific topology or backhaul support in a given area. 
Note: for cases 1 and 2 above, it is FFS how the CU/DU decide or coordinate the split, but a fallback would of course be through configuration. Alternatively the split could be “negotiated” taking into account capabilities of the two units, and deployment preference e.g. based on backhaul topology.
3) Per UE: different UEs may have different service levels, or belong to different categories, that may be best served in different ways by the RAN (e.g. a low rate IOT-type UE with no need for low latency does not necessarily  require higher layer functions close to the RF).

4) Per bearer: different bearers may have different QOS requirements that may be best supported by different functionality mapping. For example, QCI=1 type bearer requires low delay but is not SDU error sensitive, while eMBB may not be delay sensitive but has challenging requirements on throughput and SDU error rate. 

5) Per slice: it is expected that each slice would have at least some distinctive QOS requirements. Regardless of how exactly a slice is implemented within the RAN, different functionality mapping may be suitable for each slice.

Note that options 3, 4 and 5 imply that a particular instance of the interface between CU/DU would need to support simultaneously multiple granularity levels on user plane. This is possible if e.g. an interface PDU includes a header with granularity parameters; or alternatively specific tunnels are assigned through control plane procedures, such that a given tunnel supports only a particular granularity (i.e. PDU format).
From above, options 1 and 2 pertain to flexibility of node functionality and network topology, and should be supported. Whether procedures are required to handle the initial configuration (or O&M is relied upon) is FFS. For options 3, 4 and 5, it seems useful to analyze in more detail how different functional mappings can be used to better support QOS. In this case, functional support is anyway required in the interface to establish or negotiate the options available.
Observation 1: At least node level granularity should be supported (CU/DU). Further granularity (e.g. per UE) seems useful but requires analysis based on QOS handling assumptions (including slice handling in RAN). In this case, one instance of the interface may need to support different split levels.

Observation 2: Configuration of the split (or range of splits, including split configuration) may rely on O&M, or may be negotiated over the interface (this aspect requires further study).
3 Reconfiguration of Functional split

The use cases for reconfiguration depend on the granularity (and on the supported splits); hence it may be difficult to conclude on this topic without more progress on the previous topics.

For the purpose of the discussion, we can assume again a minimum of one split and a maximum of three. 

Some possible use cases are as follows:

· If there is granularity per UE (or per slice), then bearer addition or deletion may require reconfiguration (e.g. in the UE case, the granularity to be used for all UE bearers may need to change to accommodate the requirements of a new bearer).
· If there is different granularity supported per DU, then obviously intra-CU HO may also require reconfiguration (if different DUs provided different splits while connected to the same CU; note that this reconfiguration mostly affects the CU). 

It is not really feasible to fully analyze these use cases without some working assumptions on QOS, slices, mobility and multi-CU operation, etc. However from above we can at least identify two types of reconfiguration:
Type 1: Mobility-triggered: in this case the reconfiguration may be needed due to mobility, if the granularity support is not homogeneous. Note that homogeneous support may be possible even with multiple splits if all are supported in a given area. For example we can have a case of UE1 with split 1 and UE2 with split 2 both moving without split reconfiguration if all CU/DU combinations support both splits.
Type 2: Traffic-triggered: in this case the reconfiguration is needed due to changes in traffic characteristics. This type can only be supported if the CU/DU combination supports more than one split.
Observation 3: Two types of potential reconfiguration scenarios can be identified (mobility and traffic triggered reconfigurations). A more detailed analysis requires assumptions on other aspects (including granularity and actual splits to be supported).
3. Conclusion

This paper has discussed gNB split aspects and specifically the split granularity and possible reconfiguration. While further analysis on the splits themselves would be useful, we can capture already possible granularity options as in section 2.
The observations made are as follows:

On Granularity: at least node level granularity should be supported (CU/DU). Further granularity (e.g. per UE) seems useful but requires analysis based on QOS handling assumptions. In this case, one instance of the interface may need to support different split levels.

Configuration of the split (or range of splits, including split configuration) may rely on O&M, or may be negotiated over the interface (this aspect requires further study).

On Reconfiguration: two types of potential reconfiguration scenarios can be identified (mobility and traffic triggered reconfigurations).
4. Text Proposal

x.x Split Granularity

Assuming that there is the possibility of one or more splits, then interworking between CU and DU requires rules on the granularity of the split, and how the split itself is configured. Some possible options for the granularity of the CU/DU functional split are listed below:

1) Per CU: each CU has a fixed split, and DUs are configured to match this. 

2) Per DU: each DU can be configured with a different split. The choice of a DU split may depend on specific topology or backhaul support in a given area. 

Note: for cases 1 and 2 above, it is FFS how the CU/DU decide or coordinate the split, but a fallback would of course be through configuration. Alternatively the split could be “negotiated” taking into account capabilities of the two units, and deployment preference e.g. based on backhaul topology.

3) Per UE: different UEs may have different service levels, or belong to different categories, that may be best served in different ways by the RAN (e.g. a low rate IOT-type UE with no need for low latency does not necessarily  require higher layer functions close to the RF).

4) Per bearer: different bearers may have different QOS requirements that may be best supported by different functionality mapping. For example, QCI=1 type bearer requires low delay but is not SDU error sensitive, while eMBB may not be delay sensitive but has challenging requirements on throughput and SDU error rate. 

5) Per slice: it is expected that each slice would have at least some distinctive QOS requirements. Regardless of how exactly a slice is implemented within the RAN, different functionality mapping may be suitable for each slice.

Note that options 3, 4 and 5 imply that a particular instance of the interface between CU/DU would need to support simultaneously multiple granularity levels on user plane. This is possible if e.g. an interface PDU includes a header with granularity parameters; or alternatively specific tunnels are assigned through control plane procedures, such that a given tunnel supports only a particular granularity (i.e. PDU format).

From above, options 1 and 2 pertain to flexibility of node functionality and network topology, and should be straightforward to support. Whether procedures are required to handle the initial configuration (or O&M is relied upon) is FFS. 

Further granularity (options 3, 4 and 5) is FFS as it requires analysis and justification based on QOS handling assumptions.

x.y Reconfiguration of Functional Split

The use cases for reconfiguration depend on the granularity (and on the supported splits).

Some possible use cases are as follows:

· If there is different granularity supported per DU, then obviously intra-CU HO may also require reconfiguration (if different DUs provided different splits while connected to the same CU; note that this reconfiguration mostly affects the CU). 

· If there is granularity per UE (or per slice) (FFS), then bearer addition or deletion may require reconfiguration (e.g. in the UE case, the granularity to be used for all UE bearers may need to change to accommodate the requirements of a new bearer).

Two possible types of reconfiguration may be identified:

Type 1: Mobility-triggered: in this case the reconfiguration may be needed due to mobility, if the granularity support is not homogeneous. Note that homogeneous support may be possible even with multiple splits if all are supported in a given area. For example we can have a case of UE1 with split 1 and UE2 with split 2 both moving without split reconfiguration if all CU/DU combinations support both splits.

Type 2: Traffic-triggered: in this case the reconfiguration is needed due to changes in traffic characteristics. This type can only be supported if the CU/DU combination supports more than one split.

The reconfiguration use cases and types are FFS since they depend on the split granularity.
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