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1
Introduction
At RAN3#92 key RAN3 principles were already identified on Network slice selection and captured in the main body of [4] with some FFS. At the same time, SA2 has significantly progressed the topic during their last July 2016 meeting.

In particular SA2 made the following interim agreement as reported in TR 23.799 [2]:

4.
A UE may access multiple slices simultaneously via a single RAN. In such case, those slices may share some control plane functions, e.g. MM.
At last SA2 meeting, a significant number of companies made the effort to merge the so-called solutions 1.2 and 1.4 of [2] which actually enable this support of simultaneous slices per UE through the MDD (Multi-Dimensional Descriptor) concept. The resulting proposal in tdoc [6] was agreed and captured in section 6.1.2 of SA2 TR [2].

RAN3 principles currently don’t reflect the support of multiple slices per UE. This paper aims at capturing a RAN solution which is aligned with this merged SA2 proposal and it also proposes associated correction to the RAN3 part called “RAN selection of CN entity”.

2
Background: Slice Selection merged proposal in SA2
SA2 has made progress at their last SA2 meeting in July on Network Slicing and agreed to merge a number of similar solutions in section 6.1.2 of [2] into a so-called “merged solution” (see agreed tdoc [6]). This merged solution is summarized below:
· Slice awareness in RAN and CN by MDD + some UE properties (capability, etc.)

· MDD may be configured or not in the UE (if not configured sent to the UE via NAS)
· MDD values may be standardized or operator specific.
The MDD is an evolution of eDECOR concept; this evolution is motivated by two main reasons:

· SA2 agreed that a UE can support multiple Network Slices simultaneously (the Slice Type relates to the network behaviour: in today EPC eDECOR, the UE can associated with only one dedicated logical core network identified by a DCN-ID).
· Tenant id (e.g. service operator) needs to be taken into account in addition to Slice Type: the Tenant is a wholesale customer of the PLMN. For instance, we could imagine a tenant as being a big company, or an agency which requires a PLMN to provide at least access to a predefined set of resources, or some specific policies in handling its slices subscribers at times of congestion.
MDD is therefore a list of vectors, each vector made of two parts: (Slice type, Tenant ID).
MDD is used in RAN for two things: 

CCNF selection for the UE: SA2 has partitioned the control plane (CP) of Next GenCore into CCNF (Common CP Network Functions) and SCNF (Slice-specific CP Network Functions). The CCNF is the set of fundamental control plane network functions to support basic network functions common among a set of Network Slices within the NextGen Core.  This includes Authentication, Mobility Management, NAS Routing, core network instance Selector). CCNF is therefore the first NextGen Core Entity for gNB to interface. SA2 has agreed that a UE will be served by only one CCNF at one time regardless of the number of slices being associated with the UE.
RAN behavior: according to the SA2 TR [2], the MDD can influence RAN awareness of the network slice in various ways according to its multiple components:

· From the Slice Type field of the MDD the gNB can infer a specific behavior tailored to specific application needs from the standpoint of specific control plane (e.g. a UE may not need MT procedures, or require optimal behaviour for massive MTC, or Critical communications, etc)
· From the Tenant ID field of the MDD the gNB may infer to apply specific rules associated with congestion control (e.g. (e.g. minimum level of guaranteed resources or aggregate -number of subscribers allowed to access the service at any point in time) 
· From the Tenant ID field of the MDD, the gNB could also decide to apply specific security resource isolation for the traffic associated with this Tenant ID

Editor’s note: Further details on the definition of Tenant ID need to work together with SA2. 
This paper addresses the impact to the gNB and in particular to the NG1 interface from the above. This RAN part is up to RAN3 to resolve according to SA2 TR: 
· Editor’s note: How RAN implements this (RAN slicing or not) is FFS and shall be decided by RAN
3
Network Slice and CN entity selection by gNB
In the following call flows, the information exchanged is detailed per protocol and interface for clarity.
From S2 solution based on MDD, we can infer that the Network Slice and CCNF selection by the gNB using the MDD can be partitioned into five cases:
Selection case 1: no MDD, no or invalid Temp ID
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Valid temp ID means valid for this PLMN.

In absence of Temp ID information valid for the indicated PLMN in the RRC connection request, the gNB needs to route to a default configured CCNF. After validation steps, the Default CCNF, depending on UE capabilities and subscription information, may select a more suitable serving CCNF if the default CCNF is not optimal. Otherwise, the serving CCNF could be in fact the default CCNF itself. A Temp ID corresponding to serving CCNF is sent back to the UE at NAS level. In case an MDD applies for the selected PLMN, this MDD is sent back to the UE together with the Temp ID at NAS level. The MDD is then also indicated in the NG1 DL message to gNB.  
Selection case 2: no MDD, valid Temp ID
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If a Temp ID information valid for the indicated PLMN is included in RRC Connection Request, the gNB routes based on Temp ID to the serving CCNF. In case an MDD applies for the selected PLMN, this MDD is sent back to the UE at NAS level. The MDD is then also indicated in the NG1 DL message to gNB.
Selection case 3: MDD, no or invalid Temp ID
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In absence of Temp ID information valid for the indicated PLMN in the RRC connection request, the gNB selects a serving CCNF based on the MDD when present. If multiple CCNF(s) are available and suitable for the MDD, gNB can additionally apply load balancing criteria. RAN also uses the included MDD for RAN slice awareness (slice specific behavior, congestion control, resource isolation). After validation steps, a Temp ID corresponding to serving CCNF is sent back to the UE at NAS level. The MDD is sent back to the UE together with the Temp ID at NAS level to either reconfirm the initially requested MDD or indicates a new one if policy has changed. The MDD is also indicated in the NG1 DL message to gNB for confirmation. 

Selection case 4: MDD, valid Temp ID
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If a Temp ID information valid for the indicated PLMN is included in RRC Connection Request, the gNB routes based on Temp ID to the serving CCNF regardless of MDD presence. RAN uses the included MDD for RAN slice awareness (slice specific behavior, congestion control, resource isolation). The MDD is sent back to the UE with the Temp ID at NAS level to either reconfirm the initially requested MDD or indicates a new one if policy has changed . The MDD is then also indicated in the NG1 DL message to gNB for confirmation.

Selection case 5: Modification of MDD, valid Temp ID


[image: image5.emf]UE

gNB

App2

RRC conn Request (PLMN, MDD, 

valid Temp ID)

Current Serving 

CCNF 1 for MDD

NAS DL message (Temp ID*, MDD*))

RRC Conn Response ()

New Serving 

CCNF2 for MDD*

NG1 DL message (MDD*))

NAS UL message ()

CN 

selection 

based on 

Temp ID 

NG1 UL message (PLMN)


If a Temp ID information valid for the indicated PLMN is included in RRC Connection Request, the gNB routes based on Temp ID to the serving CCNF regardless of MDD presence. RAN uses the included MDD for RAN slice awareness (congestion control, resource isolation). If the current MDD needs to be updated into MDD* because some of the MDD vectors are no more supported (i.e. operator policy has changed for the UE due to UE capabilities e.g. the subscriber may use different types of UEs by swapping the UICC) and if CCNF1 is not compatible with the new MDD*, the NG Core may select a new CCNF2 compatible with MDD*. In this case the MDD* is sent back from CCNF2 to the UE together with a new Temp ID* corresponding to CCNF2 at NAS level. The new MDD* is then also indicated to gNB over NG1 DL message.

Proposal: capture in the RA3 TR [4] the RAN solution above enabling simultaneous support of multiple slices per UE.
4
Conclusion and Proposals
This paper has recalled the progress made in SA2 on slicing and proposes RAN3 to capture a RAN solution aligned with the merged proposal solution agreed in tdoc [6] in section 6.1.2 of [2] which enables multiple slices to be simultaneously supported per UE.
Proposal 1: capture in the RAN3 TR 38.801 [4] the RAN solution above enabling simultaneous support of multiple slices per UE.

Proposal 2: update the general section 9.1 “RAN selection of CN Entity” to distinguish the cases where a CN entity has already been allocated or not for the selected PLMN. 

The proposals are illustrated in the following annex for convenience of the reader.
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Annex: text proposal for TR 38.801
9
Realization of Network Slicing
9.1
Key principles for support of Network Slicing in RAN
The following key principles apply for support of Network Slicing in RAN
RAN awareness of slices
-
RAN shall support a differentiated handling of different network slices which have been pre-configured by the operator. How RAN supports the slice enabling in terms of RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent. 

Editor’s note: It is still FFS if 3GPP will still additionally want to standardize a few basic slices and the network functions that comprise them (e.g. eMBB, Massive MTC).
Selection of RAN part of the network slice
-
RAN shall support the selection of the RAN part of the network slice by a slice ID provided by the UE which unambiguously identifies one of the pre-configured network slices in the PLMN.

Editor’s note: How the UE gets this unambiguous slice ID is FFS and to be decided with SA2. The ID could be sent to the UE by the CN after the CN has selected the slice (e.g. similar to eDECOR feature) or it could be pre-configured in the UE. Solutions are presented in section 9.2.
Editor’s note: it is FFS how the RAN verifies that the UE is authorized to select the slice and when this verification happens. 

Editor’s note: It is FFS if the RAN may also select the slice based on specific resources accessed by the UE.
Resource management between slices
-
RAN shall support policy enforcement between slices as per service level agreements.

Editor’s note: How RAN handles the requirements coming from the service level agreements is to be discussed with SA2. 
Support of QoS
-
RAN shall support QoS differentiation within a slice.

Editor’s note: It is FFS if RAN shall additionally support QoS enforcement independently per slice.
RAN selection of CN entity
-
RAN shall support the initial selection of the CN entity for initial routing of uplink messages based on NNSF like function, e.g. UE Temporary ID. If no Temporary ID is received valid for the selected PLMN, the RAN selects the CN entity based on received Slice ID when present.
Resource isolation between slices (FFS)
-
RAN shall support resource isolation between slices.

Editor’s note: Resource isolation needs to be clarified: It is unclear if resource isolation would imply that multiple slices cannot share control plane (respectively user plane) resources or processing resources in common. It is unclear if resource isolation would imply that cryptographic means should be used to isolate CP and UP traffic between slices.

9.2
Solutions for selection of Network slice and CN entity by gNB
9.2.1
Solutions for simultaneous multiple Slices supported per UE 
In this section a RAN solution enabling multiple slices simultaneously supported for a UE is shown. In this solution the Network Slice and the CN entity are selected based on a Slice ID which is a Multi-Dimensional Descriptor called MDD as described in TR 23.799 [6]. In this case the CN entity is a common control plane entity in NG Core (CCNF) – common to all supported slices - as described in section 6.1.2 of TR 23.799 [6].
 The RAN selection of the Network slice and the selection of the appropriate CCNF can be partitioned into the following five cases.
Selection case 1: no MDD, no or invalid Temp ID
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Valid temp ID means valid for this PLMN.

In absence of Temp ID information valid for the indicated PLMN in the RRC connection request, the gNB needs to route to a default configured CCNF. After validation steps, the Default CCNF, depending on UE capabilities and subscription information, will select a suitable serving CCNF. This serving CCNF could be the default CCNF itself. A Temp ID corresponding to serving CCNF is sent back to the UE at NAS level. In case an MDD applies for the selected PLMN, this MDD is sent back to the UE together with the Temp ID at NAS level. The MDD is then also indicated in the NG1 DL message to gNB.  
Selection case 2: no MDD, valid Temp ID
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If a Temp ID information valid for the indicated PLMN is included in RRC Connection Request, the gNB routes based on Temp ID to the serving CCNF. In case an MDD applies for the selected PLMN, this MDD is sent back to the UE at NAS level. The MDD is then also indicated in the NG1 DL message to gNB.
Selection case 3: MDD, no or invalid Temp ID
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In absence of Temp ID information valid for the indicated PLMN in the RRC connection request, the gNB selects a serving CCNF based on the MDD when present. If multiple CCNF are available and suitable for the MDD, gNB can apply load balancing criteria. RAN also uses the included MDD for RAN slice awareness (slice specific behavior, congestion control, resource isolation). After validation steps, a Temp ID corresponding to serving CCNF is sent back to the UE at NAS level. The MDD is sent back to the UE together with the Temp ID at NAS level to either reconfirm the initially requested MDD or indicates a new one if policy has changed. The MDD is also indicated in the NG1 DL message to gNB for confirmation. 

Selection case 4: MDD, valid Temp ID
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If a Temp ID information valid for the indicated PLMN is included in RRC Connection Request, the gNB routes based on Temp ID to the serving CCNF regardless of MDD presence. RAN uses the included MDD for RAN slice awareness (slice specific behavior, congestion control, resource isolation). The MDD is sent back to the UE with the Temp ID at NAS level to either reconfirm the initially requested MDD or indicates a new one if policy has changed . The MDD is then also indicated in the NG1 DL message to gNB for confirmation.
Selection case 5: Modification of MDD, valid Temp ID
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If a Temp ID information valid for the indicated PLMN is included in RRC Connection Request, the gNB routes based on Temp ID to the serving CCNF regardless of MDD presence. RAN uses the included MDD for RAN slice awareness (congestion control, resource isolation). If the current MDD needs to be updated into MDD* because some of the MDD vectors are no more supported (i.e. operator policy has changed for the UE due to UE capabilities e.g. the subscriber may use different types of UEs by swapping the UICC) and if CCNF1 is not compatible with the new MDD*, the NG Core may select a new CCNF2 compatible with MDD*. In this case the MDD* is sent back from CCNF2 to the UE together with a new Temp ID* corresponding to CCNF2 at NAS level. The new MDD* is then also indicated to gNB over NG1 DL message.
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