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1   Introduction
Direct interface between gNBs is an essential issue for the study of NR in RAN [1]. It’s beneficial to start the discussion in RAN3 to get a RAN3 understanding on this topic.
This document presents some key principles that should be considered in the design of direct interface between gNBs.
2   Discussion
It was agreed that there is an interface interconnecting gNBs with each other at RAN3#92 meeting. The interface is referred to as the direct interface between gNBs It provides capability to support some beneficial features as mobility with direct interface, load management, inter-cell interference coordination, data exchange between eNBs and etc.
Proposal 1: Direct interface between gNBs is needed.
Support of intra-RAT handover through the direct interface between them may have the following benefits:

· Reduction of intra-RAT handover preparation time between gNBs
· Improved user experience during intra-RAT handover

· Fulfil the critical latency requirement for URLLC services

· Minimized signalling overhead towards CN

Intra-RAT handover through the direct interface between gNBs supports context transfer from source gNB to target gNB, control of user plane transport bearers between source gNB and target gNB, handover cancellation, UE context release in source gNB, etc.
Proposal 2: The direct interface between gNBs should support following functions at least
· Direct handover between gNBs, including related signalling and data forwarding
In this paper we call the direct interface between gNBs as Xn interface for short. For Xn-C, it should include Radio Network Layer (RNL) and Transport Network Layer (TNL). Similar with NG1-CP, there were several transport layer protocol options for S1-C/X2-C during the standardization of E-UTRAN, such as TCP, UDP and SCTP. Before then, RAN3 had studied the 3 transport protocols for Iub signaling bearers of UTRAN, see e.g. [2]. It concluded that SCTP is a better alternative in term of reliability, performance and other aspects.
Based on the discussion above, when considering Xn-C, SCTP on top of IP can be used as showed in Figure 1. That is, the transport IP layer is used to deliver the signalling PDUs as a point-to-point transmission, while the SCTP layer provides the guaranteed delivery of application layer messages.
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Figure 1: Xn Interface Control Plane
Proposal 3: The control plane of the direct interface between gNBs should be SCTP based.
Xn-U interface does not need guaranteed delivery of user plane PDUs. There were 3 categories of S1/X2 UP tunnelling protocols raised during the standardization of E-UTRAN, i.e. 3GPP tunnelling protocol, 3GPP frame protocol with UDP/IP tunnelling, and also IETF tunnelling protocol, e.g. Generic Routing Encapsulation(GRE). They were evaluated in term of transport overhead and the impact of head compression, and the results showed that there were not big performance differences among them[3]. However, 3GPP frame protocol and GRE both need enhancement or 3GPP specific modification to identify EPS bearers and satisfy the requirements of S1/X2-UP functions. Therefore, GTP-U was selected as S1/X2-UP tunnel protocol.

However, when studying Xn-UP transport protocol, the requirements for NR/NG Core functions need to be considered. For example, Xn-U needs to satisfy the following requirements:

· Transport different types of PDUs, e.g. IPv4, IPv6, Ethernet and “non-IP” PDUs

· Support data transfer for mobility management
· Support new NR/NG Core QoS model

· Minimise the overheads when considering tunnelling or routing without tunnels
· Etc. 

Similar to  NG1-UP, there are 4 UP protocol models are under discussion in SA2, including per QoS class tunnel protocol, per PDU session tunnel protocol, per Node-level tunnel protocol, and SDN-based approach(no tunnel)[4]. Therefore, we suggest that RAN3 needs to wait for progress of SA2, and has further discussion on which protocol should be used for Xn-U transport layer.
Proposal 4: Whether user plane of the direct interface between gNBs is GTP based or not should be FFS.
3   Conclusion
Proposal 1: Direct interface between gNBs is needed.
Proposal 2: The direct interface between gNBs should support following functions at least
· Direct handover between gNBs, including related signalling and data forwarding
Proposal 3: The control plane of the direct interface between gNBs should be SCTP based.
Proposal 4: Whether user plane of the direct interface between gNBs is GTP based or not should be FFS.
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Annex:
Text Proposal

We propose to add the following text to Section 6.3.2 in TR 38.801 V0.2.0.

----------------------------------------------  Start of text proposal -----------------------------------------------------------------------
6.3.2
RAN internal interface
6.3.2.x1 Introduction
The interface allowing to interconnect NR gNBs with each other is referred to as the Xn interface.
NOTE: Here, the direct interface between NR gNBs is called as Xn interface for short.
6.3.2.x2 General principles
The general principles for the specification of the Xn interface are as follows:

-
the Xn interface should be open;

-
the Xn interface shall support the exchange of signalling information between two gNBs, in addition the interface shall support the forwarding of PDUs to the respective endpoints;
-
from a logical standpoint, the Xn is a point-to-point interface between two gNBs within the NR. A point-to-point logical interface should be feasible even in the absence of a physical direct connection between the two gNBs.

6.3.2.x3 Control plane
The Xn control plane interface (Xn-CP) is defined between two neighbour NR gNBs. The control plane protocol stack of the Xn interface is shown on Figure 6.3.2.x3-1 below. The transport network layer is built on SCTP on top of IP. The application layer signalling protocol is referred to as Xn-AP (Xn Application Protocol).
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Figure 6.3.2.x3-1: Xn Interface Control Plane

6.3.2.x4 User plane
The Xn user plane interface (Xn-U) is defined between NR gNBs. The Xn-U interface provides non guaranteed delivery of user plane PDUs. 

The Xn-U interface protocol stack should be identical to the NG1-U protocol stack. Similar with NG1-U, whether Xn-U is GTP based or not should be FFS.
---------------------------------------------- End of text proposal -----------------------------------------------------------------------
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