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1 Introduction 
The basic tenet behind network slicing is to provide nearly tailor-made services to different customers. This is because in terms of application and QoS requirements, not all customers are the same and hence, one size fit for all-like approach will no longer work. Network Slicing as defined in [1][2] enables mobile network operators to split the whole network functionality and accommodate different customers with wide varying requirements.   
The aim of the paper is to stress that the basic principle of network slicing has to be adopted in each step of network access as a way to provide differentiated services to different customer base and present a holistic high-level approach to accomplish this.
2 Discussion

According to [1][2], Network Slice (NS) is made up of all the necessary network functions, capabilities and resources for providing the required telecommunication services. Each network slice thus has a strict quality of service requirements and hence only a certain applications can be supported by each network Slice. Network Slicing can easily be achieved through Network Function Virtualization and Software Defined Networking that can reduce total cost of ownership, improve operational efficiency, energy efficiency, and simplicity in and flexibility for offering new services. 
Observation 1: Network Slicing and QCI seem inter-related and hence a clear definition from this perspectives is required.
2.1 Slicing RAN and Core and the concept of Tenants
In order to reap the real benefits of Slicing, the basic concept has to be adopted in every aspect of an NR. This is to allow differentiated service depending on each customer requirements. SA2 [2] introduced the concept of tenants whereby a tenant can be a corporate (e.g., Toyota fleet), emergency services or an MVNO. Service requirements, applications being used, criticality and QCI requirements pertaining to a tenant can be different from that of each other.   
Given that tenants can be different in terms of their requirements and subscriptions paid, there is a need for a mobile network operator (MNO) to provide prioritised treatment to different tenants. For instance at the time of local calamity, UES belonging to emergency services tenant have to be given priority over normal UES. As mentioned, this has to be applied in every aspect of network access. This can be realised by partitioning the physical resources based on tenant id and/or slice type. Also, there has to be mechanism to provide prioritised treatment at the time of RACH too by configuring different RACH parameters for different tenants and/or slice types.

Observation 2: RAN resources can be configured for prioritised treatment of different tenants and/or Slice types.

2.2 Indicating what each cell/gNB Supports
Given that different cells in NR will vary in sizes (mainly small in nature) that are deployed and tailored for a specific purposes (e.g., IoT) or for a specific customer/tenant (e.g., cell deployed in a tenant office), it is better for each cell to broadcast in terms of tenants and/or slice types supported so that a UE belonging to a tenant will see whether it is supported in a given cell at the time of cell selection.
Observation 3: each cell needs to broadcast in terms of what tenants and/or Slice types it supports.

Neighbours have to exchange resource usage and type of tenants and/or Slices supported to enable connected mode mobility on a new interface connecting two gNBS.
Observation 4: each gNB needs to exchange in terms of what tenants and/or Slice types it supports and corresponding load situation.
2.3 Standardising Slices
As of last RAN3 meeting, one of the open questions was whether 3GPP needs standardise a few basic slices and the network functions that comprise them. As discussed in [1], a separate slice can handle NAS related CP function at the time of service request that can select the right UP slice. Given UP Slices are interested to QCI, handling of slices can be analogous to that of QCI from standardisation perspectives. This means some slice types can be standardised whereas the rest can be left for MNO to define and hence the rest can be up to MNO implementation. 
Observation 5: Similar principles adopted for QCI Standardisation can apply to Networking Slicing too.

2.4 Charging different Tenants per Slice usage
Similar to the measurement counters introduced as part of RAN Sharing WI, there has to be a mechanism in place for measuring data usage by each tenant id per different slices. Given that NR can support non-3GPP access technology such as IEEE 802.11, this charging can be differentiated depending on access technology used.
Observation 6: Accurate counters to measure data usage by each tenant has to be introduced.

Proposal 1: RAN3 is respectfully requested to consider Slicing related Aspects discussed for possible inclusion in TR 38.801.
3 Conclusion and proposals
This paper presents a holistic approach for deploying slice-based NR. With its basic Approach, it further makes the following Observations and proposals:
Observation 1: Network Slicing and QCI seem inter-related and hence a clear definition from this perspectives is required.

Observation 2: RAN resources can be configured for prioritised treatment of different tenants and/or Slice types.

Observation 3: each cell needs to broadcast in terms of what tenants and/or Slice types it supports.

Observation 4: each gNB needs to exchange in terms of what tenants and/or Slice types it supports and corresponding load situation.
Observation 5: Similar principles adopted for QCI Standardisation can apply to Networking Slicing too.

Observation 6: Accurate counters to measure data usage by each tenant has to be introduced.

Proposal 1: RAN3 is respectfully requested to consider Slicing related Aspects discussed for possible inclusion in TR 38.801.
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