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New business opportunity for mobile network operator 
Internet CDN provides acceleration for collaboration content/service providers by caching the content/server closer to the UE’s edge gateway. CDN providers get income from the collaboration content/service providers. 
It should be possible for mobile network operator (MNO) to get income from content/service providers as well by providing better selective acceleration in terms of context-aware service delivery including local cache, video optimization and TCP optimization.
Local Caching
Internet CDN treats mobile network as a black box and can only cache the content closer to PGW but still outside of mobile network. eNB is the real edge node of mobile network. Local caching pushes the content much closer to the UE than internet CDN. By caching content inside mobile network, MNO could reduce the backhaul cost and improve user experience with shorter delay, lower video playout interruption probability. Local caching can also make the application and RAN context information exchange easier.
Video Optimization
With video context aware by RAN, RAN could perform video specific transmission optimizations e.g. in scheduling, rate adaption. With RAN context aware by video, App and server could perform better rate adaption.
TCP Optimization
With RAN context aware by TCP, TCP could perform better congestion control to reduce the delay and improve throughput. With TCP context aware by RAN, it is also possible for RAN to perform TCP specific transmission optimizations.
Observation 1: Context-aware service delivery enables mobile operator to provide better service acceleration service than current CDN providers. Selectively accelerating authorized content/service could be a new business for mobile operator.
MNO could either directly provide selective service acceleration for paid content providers as showed in figure 2, or act as a secondary accelerator of current CDN provider as showed in figure 1.

Figure 1 MNO Cooperation with Internet CDN


Figure 2 MNO works as independent CDN
Service information acquisition by E-UTRAN
To support selective acceleration, E-UTRAN shall manage to acquire the service specific information, i.e. what the UE requested service is and whether the service is eligible for acceleration. This is also the first goal of the SID:
-	How E-UTRAN could acquire service specific information.
If the service is eligible for acceleration, eNB may route the request to local cache/proxy and may perform other acceleration. Otherwise, the service request would be routed to PGW/SGW and handled in traditional way.
The service information could be acquired from either UE or network or server.
Acquire service information from mobile network
This solution has been used by some mobile CDN implementations. In general, the network performs DPI to identify the service. The DPI could be performed by PGW/TDF, or eNB or inter-mediate box in S1. For UE initiated service, the network needs to perform DPI on each UL packet to identify service information, e.g. UE requested URI. 
The pros of this solution is: not need to change UE and server. The cons of this solution include:
· Extra delay for all the UEs and all the services due to UL DPI processing,
· Lower network reliability because the DPI entity failure may disconnect user plane, e.g. S1 link,
· High DPI equipment cost, especially when the throughput is high.
The DPI detection may be simplified to identifying IP address from PDCP packet and compare it with a preconfigured collaboration content/service provider IP address list. This method has the advantage of light processing load required for the network node, but the IP address list maintenance is not easy because each content provider has a lot of IP addresses. In addition, this solution could not support the scenario that only a subset of the content/service provider’s services are eligible for acceleration. 
Observation 2: Network based service information acquisition increase service delay, downgrades S1 reliability and has high DPI equipment cost.
Acquire service information from server
Server manages to tell E-UTRAN the service information e.g. URI by in-band or out-band signaling. This requires application/content server to be changed to carry the service information. This may not be practical because the content providers are usually reluctant to upgrade their system to support new interface with MNO.
Another problem of this solution is: eNB cannot know the UE requested service timely. If the server is cached locally, the problem can be lessened.
Observation 3: Application service based service information acquisition requires change to application server, which may not be practical. 
Acquire service information from UE
UE provides assistance information indicating which/whether uplink packet contains content/service request eligible for acceleration.                              
UE generates the assistance information based on operator configured content provider list, e.g. ACPL (Authorized Content Provide List), which includes URL/URI/IP/domain name/port number or any combination. 
Comparing with network based solution, UE based content-aware solution has less delay and less hardware cost and overcomes the issue of network and server based solutions. If operator wants the legacy UEs to enjoy the selective acceleration as well, MNO should use UE based solution and network based solution together:
· If UE supports CASD, use UE based solution for service information identification
· Otherwise, use network based solution.
Observation 4: UE based solution enables early acceleration and overcomes the disadvantages of network based solution and server based solution.
Proposal 1: E-UTRAN acquires service information preferably from UE. 
Selective service acceleration
With the service information, it is up to network implementation on how to accelerate the service. One example way for selective acceleration by local cache is:
· UE marks on UL packet for whether it contains request eligible for acceleration
· If a UL packet with the acceleration mark is received, eNB deliver the packet to local cache/proxy
· If the UE requested content is not cached locally, 
· cache/proxy manage to fetch the content for the UE
· the fetched content is cached locally
· The content is delivered to UE from local cache/proxy
· Otherwise, the UL packet is delivered to SGW/PGW in traditional way.
Proposal 2: Capture UE based service information acquisition and selective service acceleration into the TR.
Summary
Based on above analysis, we have below observations and proposals:
Observation 1: Context-aware service delivery enables mobile operator to provide better service acceleration service than current CDN providers. Selectively accelerating authorized content/service could be a new business for mobile operator.
Observation 2: Network based service information acquisition increases service delay, downgrades S1 reliability and has high DPI equipment cost.
Observation 3: Application server based service information acquisition requires change to application server, which may not be practical. 
Observation 4: UE based solution enables early acceleration and overcomes the disadvantages of network based solution and server based solution.
Proposal 1: E-UTRAN acquires service information preferably from UE. 
Proposal 2: Capture UE based service information acquisition and selective service acceleration into the TR.
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Annex: Technical Proposal to TR
Based on above and the discussion in the meeting, this paper provides the text proposal for selective service acceleration.
---------------------------------------------------Start of Change------------------------------------------------------------
5.x Multi-level caching
The mobile network is treated as a black box by current CDN. To overcome this issue, treating the mobile network as white box and caching content inside it, i.e. in-network caching is an obvious solution. In-network local caching reduces the duplicated backhaul transmission, and reduces the CAPEX/OPEX of operator on backhaul. Furthermore, in-network local caching reduces the user plane latency and improves the QoE of HTTP streaming traffic by less congestion event in backhaul/backbone.
Computer usually has at least four layers of caches: disk cache, memory cache, CPU L1 cache and CPU L2 cache. Different cache level has different capacity and purpose. The mobile network could also support multiple levels of caches, i.e. multi-level caching, as shown in Figure 5.x-1: 
· Internet CDN cache, located outside of mobile network;
· Core network cache, i.e. CN cache, located in PGW or SGi-LAN;
· RAN cache, located inside or close to eNB;
· UE cache, located inside UE. 


[bookmark: _Ref447211244]Figure 5.x-1 Multi-level caching in mobile operator network
The higher level cache has the larger cache capacity and higher cache hit ratio. The lower level cache has smaller size but better adaption to the radio. RAN caching can be deployed inside or close to eNB or BBU pool. Due to limited size and user, RAN caching is not suitable to cache the large size contents, i.e, movie or large FTP file. Instead, RAN caching should cache mission critical, delay sensitive applications and small but popular content, i.e.
· Popular picture and video on Wechat, Weibo, and social network
· Web News
· Advertisement
· Popular App, or software upgrade.
CN caching can be deployed without standard change, and some operators have commercially deployed CN caching in SGi-LAN. The multiple level caches can be deployed and work independently.
5.y UE based Context Aware and Selective Acceleration


Figure 5.y-12 UE based context-aware and selective acceleration procedure
With the service context information, it is up to network implementation on how to accelerate the service. Figure 5.y-1 shows an example for selective acceleration by local cache. First of all, UE should be configured by HPLMN with authorized content provider list (ACPL). UE marks indicator on uplink packet for whether it contains request eligible for acceleration according to ACPL. If an uplink packet does not have the indicator, the packet is forwarded to PGW/SGW in traditional way. If an uplink packet with the acceleration indicator is received, eNB forwards the packet to local DC. The content is delivered to UE from local DC if the requested content is cached locally. Otherwise, the DC manages to fetch the content for the UE from remote server. The fetched content is then cached locally for subsequence use by other UEs. The cached content may be retired when it is not accessed for a long time, and the operator may also push popular content to eNB cache.
---------------------------------------------------End of Change-------------------------------------------------------------
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