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Introduction
In the last RAN3 #92 meeting, the TCP related issue has been identified under the Context Aware Service Delivery in RAN for LTE study item [1]. The TCP E2E delay can decrease the throughput and the issue is:
The behavior of TCP assumes that network congestion is the primary cause for packet loss and high delay.  In cellular networks the bandwidth available for each UE can vary by an order of magnitude on a TTI basis due to changes in the underlying radio channel conditions. Such changes can be caused by the movement of devices or interference, as well as changes in system load due to bursty traffic sources or when other UEs enter and leave the network. TCP has difficulties adapting to these rapidly varying conditions. 
If the E2E delay increases, the TCP RTT increases and the TCP throughput may decrease, which may impact the user experience.
In this contribution, we analyze the TCP issues in wireless network and propose two solutions to solve these issues. One solution is loose coupled radio-aware TCP optimization and the other solution is close-coupled radio-aware TCP optimization.
Current TCP Issues
TCP uses packet loss or delay spike as congestion signal to control TCP to L3/L2 data delivery speed. However, these congestion signals may mislead TCP. Packet loss in wireless link may be caused by random interference or decoding error instead of congestion. Long RTT may be caused by RLC/HARQ retransmission, multi-user scheduling or handover instead of congestion.
On the other hand, TCP congestion control is used to control the TCP to L2/L3 data delivery speed. Too fast delivery may lead to congestion and packet loss. Too slow delivery may lead to slow service provisioning and overprovisioning. The available bandwidth can vary significantly due to the changes in the underlying radio channel conditions, and TCP congestion control has difficulties in adapting to these rapidly varying conditions. So current TCP congestion control may result in a slow adaptation to radio channel changes, which leads to low throughput and long delay.
Radio-Aware TCP Optimization
As analyzed above, TCP congestion control is based on the congestion signals, such as packet loss or TCP RTT delays. However, packet loss in wireless link may also be caused by random interference, instead of congestion. Long TCP RTT latency may be caused by handover, multi-user scheduling or low layer retransmission. So the inaccurate congestion signals lead to inaccurate TCP congestion control and finally lead to low TCP throughput, i.e. low radio link capability utilization and long TCP transmission delay.
Figure 1 gives the normalized TCP goodput and TCP RTT vs. normalized bandwidth-delay product (BDP). The normalized TCP goodput is defined as received TCP goodput scaled by LTE link throughput. It is actually the LTE link utilization rate. The normalized TCP RTT is the average TCP RTT scaled by ideal LTE RTT (5ms). Therefore, the upper boundary of normalized goodput is 1 and lower boundary of normalized delay is 1. The normalized BDP is the layer 2 buffer scaled by actual bandwidth-delay product, which is defined as LTE throughput times LTE RTT. This figure illustrates the normalized TCP RTT increases and approaches to 1 with increased buffer. This is because the larger buffer absorbs the wireless channel fluctuation and congestion control error. However, normalized TCP delay increases with the increased buffer.
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[bookmark: _Ref450506507]Figure 1 Normalized TCP goodput & TCP RTT vs. nomalized BDP
Observation 1: TCP throughput and LTE link utilization by TCP could be improved by enlarging the buffer size. However, large buffer size increases the TCP RTT. 
Typical TCP protocol transmission has two major phases: slow start phase and congestion avoidance phase. In slow start phase, current TCP exponentially increases congestion window (cwnd), and leads to low TCP throughput at the beginning. 
Observation 2: Bandwidth probe in slow start phase leads to low TCP throughput and long delay.
While in congestion avoidance phase, current TCP increases cwnd until packet loss or packet error, and leads to unnecessary TCP retransmission and layer 2 buffer level fluctuation. Figure 2 is an example of TCP congestion control including slow start phase and congestion avoidance phase. Current TCP adjusts the congestion window size only based on the congestion signal in the two phases. The fluctuated wireless bandwidth causes the mismatch of layer 2 buffer and TCP congestion window, and also limits the TCP goodput.
Observation 3: In congestion avoidance phase, cwnd increase leads to packet loss. 


[bookmark: _Ref450507675]Figure 2 TCP congestion control example with slow start and congestion avoidance phase

3. 1 Loose Coupled Radio-Aware TCP Solution
Ideally, TCP congestion control shall control layer 2 buffer at an optimal level. That means the TCP congestion control should minimize the layer 2 buffer level to reduce queuing delay and also minimize the layer 2 buffer empty probability to improve TCP throughput. 


[bookmark: _Ref458003341]Figure 3 Layer 2 buffer model as leaky bucket model
Layer 2 buffer can be modeled as a leaky bucket model in Figure 3, and the buffer level is impacted by the incoming packets from upper layer and the air interface throughput which fluctuates with the radio channel status, cell load, the other UEs’ channel status, and the mobility. If more information can assist the TCP sender, the layer 2 buffer could be expected to be controlled better to adapt to the fluctuated wireless environment.
Several network based throughput prediction schemes have been studied. In these solutions, the eNB estimates and delivers the mobile throughput guidance information or radio network information of the target UE to TCP sender. The TCP sender uses these information to adjust the sending rate to adapt to the radio channel. But these methods will bring the extra work load of DPI to eNB, and these solutions also need to setup a separate connection (such as TCP proxy) between eNB and TCP sender.
Loose coupled radio-aware TCP congestion control mechanism adjusts its congestion window and delivers packets to lower layer (i.e. layer 2) according to the assisted layer 2 information, which may consider the achievable data rate or layer 2 buffer level or ECN message. In this solution, the UE Achievable Data Rate (ADR) could be calculated in UE modem based on the UE CQI information, and network loading message which may broadcast from eNB. Due to the unavoidable error in achievable data rate prediction, the estimated layer 2 buffer level gradually drifts from the actual layer 2 buffer level. So the actual layer 2 buffer level should be sent to TCP sender to correct the drift.
The predicted TCP throughput, ADR, can be predicted according to the UE CQI information and RAN network assistance information which is described in details in [2]. By using the predicted UE throughput, the recommended TCP congestion window size can be re-calculated together with smoothed TCP RTT. In Figure 3 the calculated throughput can roughly predict the required buffer level, and the actual layer 2 buffer level will further accurately adjust the TCP congestion window. The proposed TCP congestion window can be defined as, 
,
where  is the predefined threshold of layer 2 buffer queue length, which is determined per the delay requirement of the TCP flow.  is the sampled layer 2 buffer queue length. The parameters  and RTT are the predicted UE throughput, i.e. ADR and predicted TCP RTT, respectively. The TCP RTT is predicted per history information and potentially radio status information, e.g. handover, RLF, UL grant, and cell load.
Figure 4 introduces the procedure of layer 2 information delivery in loose coupled radio-aware TCP solution in downlink path. At the beginning, eNB sends achievable data rate assistance information and layer 2 buffer information to the served UEs. Then the UE predicts achievable data rate in modem based on the assistance information and measured radio information, i.e. CQI. After that, the low layer information (i.e. achievable data rate) is sent to TCP sender. Finally the TCP updates the congestion window (cwnd) according to the layer 2 queue information and UE predicted achieve data rate. The TCP server sends packets to UE with the delivery speed controlled by the updated cwnd. 


[bookmark: _Ref450510755]Figure 4 Layer 2 information delivery in downlink TCP
The performance is evaluated under the general assumption in appendix, and several traffic modellings are implemented in the simulation. The burst traffic with short flow (i.e. one 0.5MB burst traffic) or long flow (i.e. 2MB burst packet with configurable interval during 60 minutes simulation) refers to 3GPP FTP modeling [3], and the full buffer is also considered to evaluate the TCP performance.
Figure 5 shows the performance benefits for loose coupled solution. For a short traffic flow with single 0.5MB burst size, the TCP latency can be reduced by about 66% than the original TCP. The reason is that loose coupled design can faster download small web page than original TCP in slow start phase, while blind additive increase of cwnd in original TCP causes performance degradation. Besides, the low layer rate prediction also helps to probe the appropriate available bandwidth.
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[bookmark: _Ref450511089]Figure 5 TCP performance enhancement for loose coupled solution for short flow
Table 1 gives the enhanced TCP performance results in long flow traffic. The typical layer 2 buffer size is assumed based on the 1 ~ 1.5x bandwidth-delay product, i.e. BDP. If only the R(t) * RTT is considered in loose coupled solution, nearly 10% performance gain can be acquired. More than 10% performance enhancement is achieved when loose coupled solution (i.e. ADR and layer 2 buffer level) is adopted in the system.
[bookmark: _Ref457825926]Table 1 Enhanced TCP performance for loose coupled solution for long flow
	L2 Buffer Size (Bytes)
	Normal TCP (Mbps)
	Loose coupled TCP: R(t)*RTT (Mbps)
	Loose coupled TCP w/ L2 Q info (Mbps)
	Gain

	45KB
	14.5
	15.9
	16.6
	14.5%

	60KB
	16.57
	17.33
	18.59
	12.1%



Observation 4: Loose coupled radio-aware TCP solution provides significant performance gain compared with the original TCP.
Observation 5: UE based throughput prediction and layer 2 buffer level can support TCP to adjust the congestion window more accurately.
Observation 6: Network assistance information can help UE to predict the accurate throughput.
Proposal 1: Network to broadcast assistance information for throughput prediction.
3. 2 Close Coupled Radio-Aware TCP Solution
Loose coupled solution considers the compatibility with original TCP protocol, and the solution achieves large performance enhancement. However, it has limitations on some scenarios. Figure 6 shows an example to explain the issue. If the user’s two APPs have separate downloading traffic from the servers, one is long and large burst traffic, i.e. FTP, and the other is delay sensitive traffic with small objects, i.e. web browser. The two types of traffic have TCP socket buffer of their own and may share layer 2 buffer queue. Obviously the user can enjoy the benefit of fast downloading the packet segments by using loose coupled solution if layer 2 assistance information is available. But the layer 2 buffer may be stuffed by the large volume packets from FTP traffic, and the small object Web traffic is congested on the layer 2 buffer queue and causes poor QoE for this user.


[bookmark: _Ref457830640]Figure 6 Queuing delay in Layer 2 for FTP and Web traffic
From the control system principle, the loose coupled solution can be modeled as the reactive mechanism. For proactive scheme, the close coupled solution is proposed to consider acquiring better performance by replacing the TCP congestion control with the request-grant mechanism. The packet data in the layer 2 will be stored only when the low layer has opportunity to transmit. This request-grant mechanism is similar with the PDCP-MAC interworking in LTE uplink transmission. The TCP layer sends segment to the layer 2 only when the low layer notifies the transmission opportunity to TCP layer, and the air interface ability could be fully utilized. The queuing delay is controlled according to the on-demand requirement.
In close coupled solution, layer 2 requests data from IP layer buffer when transmission scheduling is received, and IP buffer sends data to layer 2 per requested data block size from layer 2. The TCP layer sends data to IP layer whenever data is available.

 
[bookmark: _Ref450512803]Figure 7 Close coupled solution for downlink TCP transmission
Figure 7 introduces a flow chart of close coupled solution for downlink TCP transmission. The L2/L1 in eNB generates the scheduling decision according to the pending data in IP layer buffer, and the scheduling algorithm also considers the wireless channel status and the assigned radio resource for the target UE. After the eNB scheduling decision is made, the layer 2 requests the packet data from IP layer based on the scheduling decision. The IP layer sends packet to layer 2 buffer per layer 2 request and TCP sends data to IP layer without following original TCP congestion control. The TCP congestion control mechanism is replaced.
Figure 8 and Figure 9 show the significant performance gain of close coupled solution under full buffer traffic and burst traffic, respectively. For full buffer traffic, the optimized TCP protocol can fully utilize the air interface ability and achieve near 100% LTE air link data rate. On the other hand, Figure 9 shows the large latency reduction in burst traffic. From the results, average burst segments latency decreases by 37% approximately for close coupled radio-aware TCP solution. 
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[bookmark: _Ref450512165]Figure 8 Performance benefit of close coupled solution under full buffer traffic

[bookmark: _Ref457827686]Figure 9 Performance benefit of close coupled solution under burst traffic
Observation 7: Close coupled radio-aware TCP solution achieves much higher throughput and much lower latency in parallel. But, the close coupling between TCP/IP and L2 may require co-located deployment of TCP/IP and L2 by RAN caching.
Conclusion 
Based on above discussion, we have following observations and proposals.
Observation 1: TCP throughput and LTE link utilization by TCP could be improved by enlarging the buffer size. However, large buffer size increases the TCP RTT. 
Observation 2: Bandwidth probe in slow start phase leads to low TCP throughput and long delay.
Observation 3: In congestion avoidance phase, cwnd increase leads to packet loss. 
Observation 4: Loose coupled radio-aware TCP solution provides significant performance gain compared with the original TCP.
Observation 5: UE based throughput prediction and layer 2 buffer level can support TCP to adjust the congestion window more accurately.
Observation 6: Network assistance information can help UE to predict the accurate throughput.
Proposal 1: Network to broadcast assistance information for throughput prediction.

Observation 7: Close coupled radio-aware TCP solution achieves much higher throughput and much lower latency in parallel. But, the close coupling between TCP/IP and L2 may require co-located deployment of TCP/IP and L2 by RAN caching.
Proposal 2: RAN3 to define architecture to enable RAN caching.
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Appendix
Below table gives the key simulation parameters.
	Parameter
	Value

	Bandwidth
	20MHz

	MIMO configuration
	MIMO TM2

	BS Tx power
	43dBm

	MAC scheduler
	Proportional fair

	Large scale channel model
	Cost231 

	Fast fading
	EVA channel

	UE Speed
	60kmh

	HARQ 
	Yes

	RLC
	AM 



Annex: Technical Proposal to TR
Based on above and the discussion in the meeting, this paper provides the text proposal for radio-aware TCP optimization.
---------------------------------------------------Start of Change------------------------------------------------------------
5.x Radio-aware TCP optimization
Two solutions are proposed to solve the issue 2, i.e. TCP E2E delay with throughput decreasing.
5.x.1 Loose coupled radio-aware TCP solution
Loose coupled radio-aware TCP congestion control mechanism adjusts its congestion window and delivers packets to lower layer (i.e. layer 2) according to the assisted layer 2 information, which may consider the achievable data rate or layer 2 buffer level or ECN message. In this solution, network should broadcast assistance information to UE for throughput prediction. The UE Achievable Data Rate (ADR) could be calculated in UE modem based on the UE CQI information and network loading message. Due to the unavoidable error in achievable data rate prediction, the estimated layer 2 buffer level gradually drifts from the actual layer 2 buffer level. So the actual layer 2 buffer level should be sent to TCP sender to correct the drift. 
The proposed TCP congestion window can be defined as,
,
where  is the predefined threshold of layer 2 buffer queue length, which is determined per the delay requirement of the TCP flow.  is the sampled layer 2 buffer queue length. The parameters  and RTT are the predicted UE throughput, i.e. ADR and predicted TCP RTT, respectively. 
Figure 5.x.1-1 introduces the procedure of layer 2 information delivery in loose coupled radio-aware TCP solution in downlink path. At the beginning, eNB sends achievable data rate assistance information and layer 2 buffer information to the served UEs. Then the UE predicts achievable data rate in modem based on the assistance information and measured radio information, i.e. CQI. After that, the predicted achievable data rate is sent to TCP sender. Finally the TCP sender updates the congestion window (cwnd) according to the layer 2 queue information and UE predicted achieve data rate. The TCP server sends packets to UE with the delivery speed controlled by the updated cwnd. 


Figure 5.x.1-1 Layer 2 information delivery in downlink TCP
Table 5.x.1-1 gives the loose coupled TCP solution performance results in long flow traffic. The typical layer 2 buffer size is assumed based on the 1 ~ 1.5x bandwidth-delay product, i.e. BDP. If only the R(t) * RTT is considered in loose coupled solution, nearly 10% performance gain can be acquired. More than 10% performance enhancement is achieved when loose coupled solution (i.e. ADR and layer 2 buffer level) is adopted in the system.
Table 5.x.1-1 Enhanced TCP performance for loose coupled solution for long flow
	L2 Buffer Size (Bytes)
	Normal TCP (Mbps)
	Loose coupled TCP: R(t)*RTT (Mbps)
	Loose coupled TCP w/ L2 Q info (Mbps)
	Gain

	45KB
	14.5
	15.9
	16.6
	14.5%

	60KB
	16.57
	17.33
	18.59
	12.1%



5.x.2 Close coupled radio-aware TCP solution
The close coupled solution is proposed to consider acquiring better performance by replacing the TCP congestion control with the request-grant mechanism. The packet data in the layer 2 will be stored only when the low layer has opportunity to transmit. This request-grant mechanism is similar with the PDCP-MAC interworking in LTE uplink transmission. The TCP layer sends segment to the layer 2 only when the low layer notifies the transmission opportunity to TCP layer, and the air interface ability could be fully utilized. The queuing delay is controlled according to the on-demand requirement.


Figure 5.x.2-1 Close coupled solution for downlink TCP transmission
Figure 5.x.2-1 introduces a flow chart of close coupled solution for downlink TCP transmission. The L2/L1 in eNB generates the scheduling decision according to the pending data in IP layer buffer, and the scheduling algorithm also considers the wireless channel status and the assigned radio resource for the target UE. After the eNB scheduling decision is made, the layer 2 requests the packet data from IP layer based on the scheduling decision. The IP layer sends packet to layer 2 buffer per layer 2 request and TCP sends data to IP layer without following original TCP congestion control. 
Figure 5.x.2-2 and Figure 5.x.2-3 show the significant performance gain of close coupled solution under full buffer traffic and burst traffic, respectively. For full buffer traffic, the optimized TCP protocol can fully utilize the air interface ability and achieve near 100% LTE air link data rate. On the other hand, Figure 5.x.2-3 shows the large latency reduction in burst traffic. From the results, average burst segments latency decreases by 37% approximately for close coupled radio-aware TCP solution. 
[image: ]
Figure 5.x.2-2 Performance benefit of close coupled solution under full buffer traffic

Figure 5.x.2-3 Performance benefit of close coupled solution under burst traffic

---------------------------------------------------End of Change-------------------------------------------------------------
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