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Introduction
RAN3 TR 38.801 [1] captures eight different functional split options between central and distributed, taking LTE protocol stack as a baseline for further discussions:
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In this contribution, we provide some further details on the protocol split option 5 (intra MAC split) where RF, physical layer and some part the MAC layer (e.g. HARQ) are in the distributed unit (DU) while upper layer is in the central unit (CU).
For the purpose of this discussion we assume that some MAC functions (e.g., HARQ) are operated in DU(s) instead of in CU. Taking that as a baseline, we provide some details regarding the benefits of the intra MAC split and discuss how it may affect the MAC scheduling.
2

Discussion

2.1     Background

In LTE, the MAC protocol has been designed as a single lowest entity in the layer-2 architecture to provide the connection between the transport channels (categorized by how the information is transferred through physical radio interface) and logical channels (categorized by type of information, i.e., diverse control/user-plane traffics). Specifically, the MAC is responsible for multiplexing and de-multiplexing between channels, and provides dynamic physical resource allocation and traffic prioritizations in order to fulfil the expectations of multiple flows/UEs and QoS requirements over scarce wireless resources. Other than support for radio resource scheduling, MAC protocol provides cell-specific functionalities such as random access, contention resolution, maintenance on C-RNTI and uplink timing alignment, and UE-specific functionalities such as error correction, DRX, etc., which all are governed by the MAC control unit [2]. The figure below is an example of the UE-side MAC adopted in 3GPP specifications. 
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Figure 1: LTE MAC structure overview, UE side [2, Figure 4.2.1-1]
Main Benefit of MAC layer in CU: Centralized Scheduling

The main benefit of MAC centralization in CU is centralized scheduling, as the scheduler can simultaneously manage multiple transmission points located in multiple DUs. This enables support of the various features such as CoMP (Coordinated Multi-Point) for joint processing and coordinated scheduling, CA (Carrier Aggregation), DC (Dual Connectivity) and others with a multi-cell view. The centralized and large-scale scheduling also enables better inter-cell interference coordination, load management, real-time performance adaptation, etc. 
Observation 1: Centralized MAC scheduler enables support for various features such as CoMP, CA, and DC with a multi-cell view.

2.2     MAC functionality and functional split
Advantages of Intra MAC split on Fronthauling aspect
One of the functions supported by a MAC protocol layer is the error correction through HARQ operation. For the HARQ design, the important factor is the HARQ timing. Needless to say, shorter HARQ round trip delay between two MAC entities (one in the UE and one in the NW) would be desirable to reduce latency and improve transmission efficiency. In LTE, the maximum HARQ response is 4ms for the end-to-end (between ingress/egress points of the Layer-2/3 protocol). In NR the end-to-end DL/UL user-plane latency of 0.5ms for URLLC and 4ms for eMBB [3] is required, therefore NR may introduce even more stringent constraints on the design of HARQ latency compared to LTE.
If HARQ is performed in CU, the round trip delay of the fronthaul transport network will affect DL/UL HARQ responses, which may in its turn increase UE and network processing requirements [4,5]. Therefore, performing HARQ operation in DUs has the advantage of reducing latency and processing requirements on both UE and network.
Observation 2: NR stringent HARQ timing requirements can be hard to fulfill if HARQ is implemented in the CU. Performing HARQ operation in DUs instead of CU can reduce latency and processing requirements in both UE and network.
Other functionalities (e.g. random access control, timing advance command) are cell-specific operations (i.e., per component carrier or per DU) and may not require the CU-level processing. Those can be moved to DU without sacrificing performance and thus further reduce the fronthauling delay burden. 
Observation 3: Not only the HARQ component, but also the cell-specific MAC functionalities such as random access control, maintenance on C-RNTI, uplink timing alignment, etc. can be moved to DU and thus reduce pressure on the transport network requirement. 
Some Component/Function coupled with Resource Allocation
We observe that some functionalities are tightly coupled with resource allocation and may hamper the intended benefits if the scheduling decision is preformed entirely in CU. For example, a follow-up HARQ retransmission when NACK is received may require further resource scheduling unless these are pre-configured, such as in semi-persistent scheduling. If scheduled by the MAC control in CU, then the round-trip fronthauling delay cannot be eliminated even with HARQ operation in DUs. The same argument can hold for the random access control, which can support faster RACH procedures if performed in DU, but still may require the dynamic resource allocations for the follow-up msg2/msg3/msg4 transmissions. To reduce the burden on the transport network requirements, the DU-level resource scheduling may need to be performed. 
Moreover, MAC control elements are communicated as part of the MAC PDU, which requires resource allocation for delivery. To guarantee independent operation in DU without CU-level processing, the DU-level resource scheduling may need to be maintained. 

Observation 4: Some MAC functionalities (such as HARQ and random access control) are closely coupled with dynamic resource allocation. Therefore, at least some DU-level resource scheduling may be inevitable.
3

Conclusions and proposals

In this paper the following observations are made:

Observation 1: Centralized MAC scheduler enables support for various features such as CoMP, CA, and DC with a multi-cell view.

Observation 2: NR stringent HARQ timing requirements can be hard to fulfill if HARQ is implemented in the CU. Performing HARQ operation in DUs instead of CU can reduce latency and processing requirements in both UE and network.
Observation 3: Not only the HARQ component, but also the cell-specific MAC functionalities such as random access control, maintenance on C-RNTI, uplink timing alignment, etc. can be moved to DU and thus reduce pressure on the transport network requirement. 

Observation 4: Some MAC functionalities (such as HARQ and random access control) are closely coupled with dynamic resource allocation. Therefore, at least some DU-level resource scheduling may be inevitable.

The above observations imply that, while keeping the benefit of the CU-level centralized scheduling with a multi-cell view, the DU-level local MAC control may be needed to provide HARQ and other cell-specific functionalities in conjunction with the localized and cell-specific scheduling decisions (for the follow-up HARQ retransmission, etc.). We thus propose to consider a hierarchical MAC control structure between CU and DUs. 
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Figure 2: Example structure for a hierarchical MAC control between CU and DUs

One example structure is in the above figure, with some details in the below. 
-
The central MAC control in CU manages/configures each local MAC control in DU, and governs the centralized scheduling for the inter-cell interference coordination, load management, real-time performance adaptation among DUs, supporting UEs with the enhanced technologies such as CoMP, CA, DC, etc.
-
The local MAC control in each DU performs the scheduling-related information processing and reporting (for the centralized MAC scheduler in CU) including BSR, PHR, radio channel and signal measurements from PHY. It can perform HARQ and cell-specific MAC functionalities (such as random access control, maintenance on C-RATI, uplink timing alignment, etc.) as configured by the central MAC control. 
-
The local MAC control in each DU can perform its own localized resource allocations for the configured MAC operations. The physical radio resource in DU can be partitioned for localized/centralized usages at every TTI granularity, and how to partition can be either pre-configured or adaptively managed by the central MAC control. The local MAC control can measure/estimate the activities on the configured operations, and report periodically or as requested to the central MAC control for efficient resource utilizations.
It is also worth noting that the considered hierarchical structure allows adaptive configurations on each local MAC control, based on multiple aspects such as non-identical transport network delays between CU and DUs, processing capability of each DU, CAPEX/OPEX, etc.
Proposal 1: RAN3 to consider, for the intra MAC split option, a hierarchical MAC control structure between CU and DUs.

Proposal 2: RAN3 to agree the text proposal below to be captured in TR 38.801 [1].
4  Text proposal for TR 38.801

--------------------------------------------Start of text proposal---------------------------------------------
6.1.2
Functional split between central and distributed unit
6.1.2.1
General description of split options
In the study item for a new radio access technology, 3GPP is expected to study different functional splits between central and distributed units. LTE protocol stack is taken as a basis for further discussion, with the understanding that the conclusions may need to be revisited, once RAN2 defines the protocol stack for new RAT. The following functional splits between central and distributed unit are possible, as illustrated in Figure 6.1.2.1-1.
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Figure 6.1.2.1-1: Function Split between central and distributed unit

<Text omitted for brevity>
Option 5 (intra MAC split)
-
RF, physical layer and some part the MAC layer (e.g. HARQ) are in the distributed unit. Upper layer is in the central unit. 
-
MAC functionality is split in hierarchical way between the central and local MAC entities as illustrated in the figure below. 
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-
The central MAC control in CU manages/configures each local MAC control in DU, and governs the centralized scheduling for the inter-cell interference coordination, load management, real-time performance adaptation among DUs, supporting UEs with the enhanced technologies such as CoMP, CA, DC, etc.

-
The local MAC control in each DU performs the scheduling-related information processing and reporting (for the centralized MAC scheduler in CU) including BSR, PHR, radio channel and signal measurements from PHY. It can perform HARQ and cell-specific MAC functionalities (such as random access control, maintenance on C-RATI, uplink timing alignment, etc.) as configured by the central MAC control. 
-
The local MAC control in each DU can perform its own localized resource allocations for the configured MAC operations. The physical radio resource in DU can be partitioned for localized/centralized usages at every TTI granularity, and how to partition can be either pre-configured or adaptively managed by the central MAC control. The local MAC control can measure/estimate the activities on the configured operations, and report periodically or as requested to the central MAC control for efficient resource utilizations. 
-
The proposed hierarchical structure also allows adaptive configurations on each local MAC control, based on multiple aspects such as non-identical transport network delays between CU and DUs, processing capability of each DU, CAPEX/OPEX, etc. 

<Text omitted for brevity>
-----------------------------------------------End of text proposal-------------------------------------------
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