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----------------Start of the Change---------------
X
Architecture and high level procedures for V2X
X.1
Local Breakout for V2X
An RSU may terminate the V2X packets, or forward the V2X packets to other entities. This is done in the V2X application layer of the RSU. The handling of V2X packet is transparent to the eNB. It is also transparent to the eNB regarding whether the RSU has a local V2X server.

If the P-GW is close to the eNB, the backhaul delay can be significantly reduced; local breakout seems beneficial in order to better fulfill the stringent latency requirements of V2X services. This enables a more local termination of V2X traffic instead of traversing the EPC.

The above may also provide additional flexibility for the location of the local E-UTRAN V2X server: i.e. behind a L-GW (stand-alone or co-located with the eNB), or in the eNB itself. In fact, if SIPTO@LN is assumed to be deployed, it may be fully possible to leave this to the specific deployment. We could see the following use cases:

1. V2X server, connected through SIPTO@LN with stand-alone GW – Such a V2X server could e.g. process data from an array of local sensors / cameras, to distribute to all locally connected vehicle UEs. Connectivity would be provided to all local eNBs identified by the same LHN ID. By appropriately planning the LHN IDs with the V2X service areas, V2X services can be provided to the appropriate location in the most optimal way. Thanks to the characteristics of SIPTO@LN with stand-alone GW, the connection to the server would always be maintained at vehicle UE mobility within the LHN.

2. V2X server, connected through SIPTO@LN with co-located L-GW – Same as above, but the connection is routed through a L-GW co-located in each eNB. In this case, however, the connection of the vehicle UE to the server is taken down during mobility and set up again through the L-GW in the target eNB after handover has completed.

3. V2X server co-located in the eNB– In this case all required functionality is implemented in the eNB. An example of this could be e.g. a physical road-side box containing the sensors (i.e. terminating all traffic locally) and the RSU, which also handles the relevant connection to the vehicle UEs. This can be seen as “collapsing” all the above logical nodes into one physical node, even together with the V2X server.

When using SIPTO@LN with stand-alone GW, the interface between the stand-alone GW and the V2X Server is based on SGi. When using SIPTO@LN with co-located L-GW, the interface between the co-located L-GW and the V2X Server may be an internal interface or SGi.
Given that V2X functionality provides road safety services to moving vehicle UEs, option 1 (SIPTO@LN with stand-alone GW) seems to be more appropriate with respect to the other options, since it is the only one that maintains the data connection through handovers.

Some further observations can be made. 

· Current SIPTO@LN does not support dedicated bearers: only a single (default) bearer is supported, mainly due to the fact that there is no interface between the GW and the PCRF. The QoS of such a bearer, therefore, needs to meet the V2X service requirements. 
· For SIPTO@LN with standalone GW, IP data session continuity can only be maintained if both source eNB and target eNB belong to the same Local Home Network. If the UE has no other PDN connection and it moves out of the Local Home Network, the MME detaches the UE.
On the first observation, it depends on SA2 whether using the newly defined QCI for a default bearer is enough, or introducing support for dedicated bearers is needed.
----------------End of the Change---------------
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