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1   Introduction
In the RAN #71 meeting, Context Aware Service Delivery in RAN3 for LTE study item has been approved [1]. Local caching and context aware RAN optimization are core objectives of this SI. 
This paper analyses the backhaul congestion issue and the economic benefits of local caching.
2   Multi-level Caching
Majority of current internet traffic is delivered via CDN (Content Delivery Network) for better user experience and less transmission cost. CDN pushes the content close to the UE’s edge gateway typically by either DNS resolution or HTTP redirection. In mobile network, PGW/GGSN/PDSN is the edge gateway, which is usually centralized deployed, e.g. province level (in China) or PLMN level. However, base station e.g. eNB is the real edge node of mobile network. Figure 1 shows the typical architecture of mobile content delivery over LTE. 
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Figure 1: Architecture of current mobile content delivery
Even with internet CDN, content still needs to be repeatedly transmitted over the mobile backhaul, e.g. S1/S5 of LTE. Backhaul was not bottleneck of mobile network and was assumed to be never congested in past. However, with the evolving of air interface and the increasing of data service traffic, the peak data rate per base station would be upgraded up to several Gbps or tens of Gbps. The assumption of never congestion would be no longer true. The backhaul transmission increases the E2E latency. The queuing and congestion in backhaul transmission impact the QoE of mobile services.

Observation 1: With the evolution of air interface and the increase of mobile traffic, the assumption of never congestion would be no longer true for backhaul.

The mobile network is treated as a black box by current CDN. To overcome above issues, treating the mobile network as white box and caching content inside it, aka. in-network caching is an obvious solution. In-network local caching, reduces the duplicated backhaul transmission, and reduces the CAPEX/OPEX of operator on backhaul. Furthermore, in-network local caching reduces the user plane latency and improve the QoE of HTTP streaming traffic by less congestion event in backhaul/backbone.

Computer usually has at least four layers of caches: disk cache, memory cache, CPU L1 cache and CPU L2 cache. Different cache level has different capacity and purpose. The mobile network could also support multiple levels of caches, i.e. multi-level caching, as Figure 2 shows: 
· Internet CDN cache, located outside of mobile network;
· Core network cache, i.e. CN cache, located in PGW or SGi-LAN;
· RAN cache, located inside or close to eNB;
· UE cache, located inside UE. 
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Figure 2 Multi-level caching in mobile operator network
The higher level cache has the larger cache capacity and higher cache hit ratio. The lower level cache has smaller size but better adaption to the radio. RAN caching can be deployed inside or close to eNB or BBU pool. Due to limited size and user, RAN caching is not suitable to cache the large size contents, i.e, movie, large FTP file. Instead, RAN caching should cache mission critical, delay sensitive applications and small but popular content, i.e.

· Popular picture and video on Wechat, Weibo, and social network
· Web News

· Advertisement

· Popular App, or software upgrade.
 CN caching can be deployed without standard change, and some operators have commercially deployed CN caching in SGi-LAN. The multiple level caches can be deployed and work independently.
Observation 2: Multi-level caching in internet CDN, CN and RAN can coexist complementarily, the higher cache level, the higher cache hit rate, the lower cache level, the better adaption to radio. 
Proposal 1: Study solution to support multi-level caching for mobile content delivery.
3   Economic Benefit of Local Caching
The popularity of video contents usually follow Zipf distribution: [image: image4.png]P(r)



, where C is the access ratio of rank 1 video, and typically [image: image6.png]


 is 0.8. The cache hit ratio can be expressed as,
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 is the cache size,  and B is average video size. The total number of video keeps increasing and is hard to derive. The cache hit ratio is showed in Figure X1, under different number of videos: 2 million, 20 million, and 200 million, and assuming video size is 8MB (i.e. 5 minutes QVGA video).  Figure 3 shows the cache hit rate under different cache size.
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Figure 3 Cached content hit ratio for different cache size and active videos
From the Figure 3, we can conclude that the larger cache size or the smaller number of active videos have the higher cache hit ratio. Based on the hit ratio results, below is a simplistic calculation for the economic gain of local caching.

We assume 2GB video volume per subscriber per month [5], and there are usually 500 ~ 3000 subscribers per eNB. The storage cost is $(0.07/60) per GB per month
, while the backhaul cost is roughly estimated as $0.05 per GB [6]. The saved cost can be expressed as total saved backhaul minus the total storage cost in below equation.
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 is the cached content hit ratio, and V is the video volume per subscriber per month, and [image: image17.png]


 is the backhaul cost per GB, and S is the stored cached size, and [image: image19.png]


 is the storage cost per GB. The total subscribers per eNB is N.
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Figure 4 Economic gain on total cost saving for different cache sizes per month
Figure 4 shows that the optimal cache size and gain depends on subscribers per radio site. With the optimal cache size, the economic gain is always positive. It can be concluded that local caching has considerable economic gain for mobile operator network.
Observation 3: With optimal cache size, the economic gain of caching is always positive.
Proposal 2: Capture the TP for the backhaul capacity issue and economic analysis into the TR.

4   Conclusion 

Based on above analysis, we have following observations and proposal:
Observation 1: With the evolution of air interface and the increase of mobile traffic, the assumption of never congestion would be no longer true for backhaul.

Observation 2: Multi-level caching in internet CDN, CN and RAN can coexist complementarily, the higher cache level, the higher cache hit rate, the lower cache level, the better adaption to radio. 
Observation 3: With optimal cache size, the economic gain of caching is always positive.
Proposal 1: Study solution to support multi-level caching for mobile content delivery.
Proposal 2: Capture the TP for the backhaul capacity issue and economic analysis into the TR.

5   Annex: Text proposal
	Text Proposal 


X.x issue description for the backhaul congestion and cost
Even with internet CDN, content still needs to be repeatedly transmitted over the mobile backhaul, e.g. S1/S5 of LTE. Backhaul was not bottleneck of mobile network and was assumed to be never congested in past. However, with the evolving of air interface and the increasing of mobile traffic, the peak data rate per base station would be upgraded up to several Gbps or tens of Gbps. The assumption of never congested would be no longer true. The queuing caused delay and congestion caused interruption in backhaul transmission impact the QoE of mobile services.

To avoid the backhaul congestion, operator needs to upgrade the backhaul, which requires considerable CAPEX. Local cache is a way to reduce the backhaul load and congestion. Annex X is the economic analysis for local caching.
Annex X: Economic Analysis of local caching
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 is the cache size,  and B is average video size. The total number of video keeps increasing and is hard to derive. The cache hit ratio is showed in Figure X1, under different number of videos: 2 million, 20 million, and 200 million, and assuming video size is 8MB (i.e. 5 minutes QVGA video).
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Figure X1 Cached content hit ratio for different cache size and active videos
Based on the hit ratio results, the economic gain for local caching is calculated and showed in figure X2, assuming:

·  2GB video volume per subscriber per month, 
· 500 ~ 3000 subscribers per eNB. 
· Storage cost is $(0.07/60) per GB per month
, 
· Backhaul cost is roughly estimated as $0.05 per GB. 
The saved cost can be expressed as total saved backhaul minus the total storage cost in below equation.
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 is the cached content hit ratio, and V is the video volume per subscriber per month, and [image: image35.png]


 is the backhaul cost per GB, and S is the stored cached size, and [image: image37.png]


 is the storage cost per GB. The total subscribers per eNB is N.
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Figure X2 Economic gain on total cost saving for different cache sizes per month
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