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Introduction
During RAN3-91bis a first discussion on RAN architecture scenarios was taken. The discussion lead to capturing in TR38.801 a number of generic architecture options that are pertinent to the 5G network. However, during the meeting it was commented that the scenarios descriptions may need refinement given the details that emerged in RAN3 on the scenarios presented.
This paper extends the discussion on RAN architecture scenarios and provides a proposal where more details are captured. 
Analysis of RAN Architecture Scenarios
A total of five scenarios were captured in TR38.801. They are listed as follows:
· Stand-alone Deployment
· Co-sited deployment with LTE
· Centralized base-band deployments (high performance transport)
· Centralized deployment with low performance transport
· Shared RAN deployments
In the following sections each scenario is expanded further in other to gather more information that could be added in the RAN3 internal TR.

Stand-alone Deployment
This scenario covers the possibility for an NR BS to be deployed in a standalone and non-centralised way, namely not to be subject to any protocol split and not to require support for any other radio access. This scenario is very important for those cases where protocol splitting/virtualisation is not feasible due to e.g. transport network options, coverage requirements (e.g. rural macro), band availability/suitability in a given geographical area.
One important aspect that is currently missing from the TR description is that such a standalone NR BS may still need to interact with other BSs via an inter BS interface, i.e. conceptually similar to the X2 interface. Such interface may be used to connect the NR BS to another NR BS or to an LTE eNB, so to allow for inter RAT coordination (e.g. efficient inter RAT mobility and dual connectivity).
It should therefore be captured that such scenario should support the possibility of inter BS connectivity, as shown in Figure 1:



Proposal 1: it is proposed to capture support for an intra-RAN, inter BS, interface between the NR BS and other NR and LTE BSs.

Co-sited deployment with LTE
In this deployment the case where LTE and NR are deployed at the same site is presented. 
The scenario description currently in the TR mentions that it is possible to support LTE and NR at the same BS or in two separate BSs. The scenario mentions that it is possible to perform multi connectivity and load balancing between different RATs.
This scenario description should reflect that it should be possible to perform multi connectivity via Dual Connectivity, as per requirements in RP-160671. 
Proposal 2: It is proposed to enhance the “Co-sited deployment with LTE” scenario with a description of multi connectivity via dual connectivity.

Centralized deployment with high performance transport
This scenario describes the case where a high performance transport network is available between a central RAN entity and a decentralised entity. These two entities host a certain number of protocols according to a number of split architecture options. Such options might consist of intra protocols and inter protocols split, as captured in section B1 of TR38.801.
Therefore the description could be aligned with the split architecture options captured in the TR and mention that the centralised-decentralised protocol distribution could for example consist of:
· A split between RF layer and Phy layer
· An internal Phy layer split
· A split between Phy layer and MAC layer
· An internal MAC layer split
· A split between MAC layer and RLC layer
· An internal RLC layer split
· A split between RLC layer and PDCP layer
· A split between PDCP layer and RRC layer

Proposal 3: It is proposed to add more split option descriptions to the “Centralized deployments with high performance transport” scenario

Centralized deployment with low performance transport
This scenario, like the one with high performance transport could be enriched with descriptions of the type of protocol splits that can be supported. Examples of such split options could be:
· A split between RLC layer and PDCP layer
· A split between PDCP layer and RRC layer
Proposal 4: It is proposed to add more split option descriptions to the “Centralized deployments with low performance transport” scenario

General Remarks 
While the presence of an inter BS interface has been highlighted only for the first scenario on standalone deployment it should be assumed that such interface is present between any NR base station and other NR or LTE base stations, even in scenarios where an architecture split has been applied. 
Similarly, for reasons of convenience, the support for tight interworking via Dual Connectivity has been mentioned only in the case of co-sited deployment. However, tight interworking via DC shall be supported in all the scenarios where such technique is suitable.
For this it is proposed to agree to the following:

Proposal 5: It is proposed that an inter BS interface connecting an NR BS to another NR or LTE BS can be always supported even in cases where the BS is subject to an internal architecture split
Proposal 6: It is proposed that tight interworking via Dual Connectivity should be supported between an NR BS and other NR BSs or LTE BSs independently of the deployment scenario
Conclusions
In this paper a review of the text agreed during RAN3-91bis describing RAN deployment scenarios has been made. The paper presents possible enhancements to the scenarios descriptions captured in TR38.801. The following proposals were made and are brought up for agreement:
Proposal 1: it is proposed to capture support for an intra-RAN, inter BS, interface between the NR BS and other NR and LTE BSs.
Proposal 2: It is proposed to enhance the “Co-sited deployment with LTE” scenario with a description of multi connectivity via dual connectivity.
Proposal 3: It is proposed to add more split option descriptions to the “Centralized deployments with high performance transport” scenario
Proposal 4: It is proposed to add more split option descriptions to the “Centralized deployments with low performance transport” scenario
Proposal 5: It is proposed that an inter BS interface connecting an NR BS to another NR or LTE BS can be always supported even in cases where the BS is subject to an internal architecture split
Proposal 6: It is proposed that tight interworking via Dual Connectivity should be supported between an NR BS and other NR BSs or LTE BSs independently of the deployment scenario

To mirror the proposals above it is suggested to agree to the TP in the following section.
Text Proposal
----------------------------------------------Start of Changes----------------------------------------------
[bookmark: _Toc449541114]5	Deployment scenarios
The following example scenarios should be considered for support by the NR radio network architecture.
Although it is not always explicitly specified, it should be assumed that an inter BS interface may be supported between an NR BS and other NR BSs or LTE BSs.
Although it is not always explicitly specified, it should be assumed that tight interworking via Dual Connectivity should be supported between an NR BS and other NR BSs or LTE BSs.

[bookmark: _Toc449541115]5.1	Stand-alone non-centralised deployment
In this scenario the NR base station (NR BS) is deployed stand-alone e.g. in a macro deployment or indoor hotspot environment (could be public or enterprise). The NR BS can be connected to “any” transport. It is assumed that the full protocol stack is supported at the Standalone NR BS node, i.e. the RAN architecture is not centralised. It is assumed that the NR BS is able to connect to other NR or LTE BSs via a RAN interface.



Figure 5.1-1: Stand-alone deployment
[bookmark: _Toc449541116][bookmark: _GoBack]5.2	Co-sited deployment with LTE
In this scenario the NR functionality is co-sited with LTE functionality either as part of the same base station or as multiple base stations at the same site. Co-sited deployment can be applicable in all NR deployment scenarios e.g. Urban Macro. In this scenario it is desirable to fully utilise all spectrum resources assigned to both RATs by means of load balancing or connectivity via multiple RATs (e.g. utilising lower frequencies as coverage layer for users on cell edge). In this scenario tight interworking between LTE and NR should be supported at least via Dual Connectivity between LTE and NR.


Figure 5.2-1: Co-sited deployment with LTE
[bookmark: _Toc449541117]5.3	Centralized baseband deployment with (high performance transport)
NR should support centralized baseband deployments using remote radio units connected over high performance transport, e.g. optical networks, to a centralized baseband unit. This will enable advanced CoMP schemes and scheduling optimization, which could be useful in high capacity scenarios, or scenarios where cross cell coordination is beneficial. Different protocol split options between Central Unit and lower layer nodes may be possible. Some example of the protocol split options that could be foreseen in this scenario are the following:
· A split between RF layer and Phy layer
· An internal Phy layer split
· A split between Phy layer and MAC layer
· An internal MAC layer split
· A split between MAC layer and RLC layer
· An internal RLC layer split
· A split between RLC layer and PDCP layer
· A split between PDCP layer and RRC layer
· 
Note: Further protocol split options might be considered depending on other WGs progress on radio protocol design
Both standalone deployment and co-sited deployment with LTE could be considered for this scenario.


Figure 5.3-1: Centralized baseband deployments (high performance transport)
[bookmark: _Toc449541118]5.4	Centralized deployment with low performance transport
NR should support centralization of the higher protocol layers of the NR radio stacks. These protocol layers require lower performances on the transport layer in terms of bandwidth, delay, synchronization and jitter. Some example of the protocol split options that could be foreseen in this scenario are the following:

· A split between RLC layer and PDCP layer
· A split between PDCP layer and RRC layer
Note: Further protocol split options might be considered depending on other WGs progress on RAN protocol architecture
Both standalone deployment and co-sited deployment with LTE could be considered for this scenario.


Figure 5.4-1: Centralized deployment with low performance transport
[bookmark: _Toc449541119]5.5	Centralized deployment with low performance transport
Similar to LTE, NR should support shared RAN deployments.


Figure 5.5-1: Shared RAN deployment
----------------------------------------------End of Changes----------------------------------------------
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