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1   Introduction
This contribution is to give the TP for the solutions evaluation to extend maximum number of cells in an eNB to TR 36.896, which is based on the discussion in [1]. 
2   Text Proposals
6.3
Evaluations
Solution 1: Establish an interface instance per eNB

· Impact on existing nodes (UE, CN and upper layers, eNB, UTRAN, GSM, WLAN)

· There is no impacts on the existing nodes.

· Impact on specification , existing features and procedures (e.g. restart)

· There is no impacts on the existing nodes.

· The physical eNB will cover bigger area, and the failure of the node will impact bigger area than current coverage of the legacy sized logical eNB. There might be a chance to only failure one logical eNB part in the big physical eNB, then the impact will be same as today.
· Impact on interworking with legacy nodes 

· There is no impacts on the existing nodes.
· Impact on Signalling (e.g. load)

· There will be several interface instances between the eNB with the neighbouring eNBs and the MME, and each interface requires a SCTP association. As the interface is per logical eNB, even intra-node handover will also need the interaction between eNB and the MME e.g. Path Switch.
· Impact on network planning (e.g, PCI planning)

· There is no impacts on network planning.

· Impact on CAPEX/OPEX

· This is no obvious impacts on CAPEX and OPEX.

Solution 2: Fixed extension of Cell bits

· Impact on existing nodes (UE, CN and upper layers, eNB, UTRAN, GSM, WLAN)

· UE : There is no extension of CI and the eNB ID is transparent to the UE, therefore there is no impacts on the UE

· eNB: There will be one more type of eNB ID, the eNB need be able to derive the eNB ID from the ECGI e.g. in ANR procedure. More configuration in eNB is needed to differentiate the length of eNB ID by the ECGI range or other configuration. 

· CN: The MME needs to upgrade to understand the new type of eNB ID. 

· UTRAN/GSM: RIM and Handover related message and nodes including need to be upgrade for this new type eNB ID. The NRT of neighbouring BTS and RNC is also needed to be configured this new type of eNB ID.

· WLAN: WT needs to be upgrade to understand the new type of eNB ID.

· Impact on specification , existing features and procedures (e.g. restart)

· The eNB ID is widely used to uniquely identify the eNB, which is used in all interfaces involving eNB. The specifications need to be updated for this new type of eNB ID, which including S1AP, XwAP, X2AP, RANAP. 

· The intra-RAT impacts is including the handover, general procedures involving eNB ID, ANR.

· The inter-RAT impacts is mainly on the neighbour relation configuration, RIM, and handover procedure.

· The physical eNB will cover bigger area, and the failure of the node will impact bigger area than current coverage of the legacy sized logical eNB.
· Impact on interworking with legacy nodes

· The legacy node will reject the message including the new type of eNB IDs. Inbound handover to legacy node will be compatible to legacy procedure, the impacts is the handover to the eNB with the new type of eNB ID.
· Impact on Signalling (e.g. load)

· There will be only one interface instance between the eNB with the neighbouring eNBs and the MME. All the intra-node handover across the logical eNBs will not need the interaction between eNB and the MME e.g. Path Switch.
· Impact on network planning (e.g, PCI planning)

· There is no impacts on network planning.

· Impact on CAPEX/OPEX
· There is no impacts on OPEX, but need update the neighbouring nodes to understand the new eNB ID.
Solution 3: Supporting more Macro eNB IDs in an interface instance 

· Impact on existing nodes (UE, CN and upper layers, eNB, UTRAN, GSM, WLAN)

· The neighbour eNBs and the MME needs to be updated to support the list of eNB IDs in an interface.

·  There is no impacts on the other nodes.

· Impact on specification , existing features and procedures (e.g. restart)

· The S1 setup and X2 setup procedure are needed to updated to support the list of the eNB IDs. 

· The physical eNB will cover bigger area, and the failure of the node will impact bigger area than current coverage of the legacy sized logical eNB.
· Impact on interworking with legacy nodes 

· There is no impacts on the existing nodes, the legacy procedure can be used.
· Impact on Signalling (e.g. load)

· There will be only one interface instance between the eNB with the neighbouring eNBs and the MME. All the intra-node handover accrossing the logical eNBs will not need the interaction between eNB and the MME e.g. Path Switch.
· Impact on network planning (e.g, PCI planning)

· There is no impacts on network planning.

· Impact on CAPEX/OPEX

· This is no obvious impacts on CAPEX and OPEX.
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