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Abstract: It is proposed a new Architecture addressing all the requirements in TR 38.913.
Introduction

The requirements indicated in TR 38.913 ‎[1] include some aspects not yet addressed in TR 38.801v010:
“-
Mobility interruption time means the shortest time duration supported by the system during which a user terminal cannot exchange user plane packets with any base station during transitions. The target for mobility interruption time should be 0ms.
- 
The RAN architecture shall support tight interworking between the new RAT and LTE.
-
The RAN architecture shall support connectivity through multiple transmission points, either collocated or non-collocated.

-
The RAN architecture shall enable a separation of control plane signalling and user plane data from different sites.

-
The RAN architecture shall support interfaces supporting effective inter-site scheduling coordination.

-
Different options and flexibility for splitting the RAN architecture shall be allowed.

-
The RAN architecture shall allow for C-plane/U-plane separation.

-
The RAN architecture shall allow deployments using Network Function Virtualization.”
We perceive that there are three essential new elements relative to the existent architecture, listed below:
· Effective inter-site coordination of scheduling for multiple transmission points, LTE or NR based

· Allowance for C-plane/U-plane separation, LTE or NR.
· Use of NFV technique for LTE or NR including flexibility for splitting the RAN architecture.
· No mobility interruption time.

Architecture options with base station split
Our starting point is Figure 5.4.1 in ‎[2], reproduced below. We note the following requirements not addressed yet:
· The figure represents a single transmission point (base station).

· No UP/CP separation was proposed.
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Figure 5.4-1: Centralized deployment with low performance transport

Architecture Option 1

In Architecture Option 1, represented in Figure 1, we show three base stations while keeping the existing base station concept. When UE moves from position (1) to position (2) and (3), it has to execute HO with the support of the Core.
The scheduling coordination requested in TR 38.913 ‎[1] is assured by a Central Coordinator, which has a standardized interface to the Scheduler of each base station. The Scheduler may be located either in the Central Unit or in the Unit including the lower layers (we prefer the name of Radio Transceiver Point).
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Figure 1:  Architecture Option 1
Advantages: 

· The transmission point selection and the coordination of resources will perform better as compared with the existing distributed solutions.
· The control is hierarchical, i.e. local control functions requiring low delay are separated from control functions with less stringent real-time requirements.

Disadvantages: 

· The core is implied for executing HO, resulting high HO times and HO discontinuities.
Observation 1:  By the introduction of the Central Coordinator the transmission point selection and the coordination of resources will perform better as compared with the existing distributed solutions.

Observation 2:  With the existing base station concept the HO requires the Core support, such that nothing is improved in relation with mobility performance.
Architecture Option 2: Base station system
In this option we additionally separate the UP and CP at the Central-Unit level, such that there is a Central Unit for UP (UP-CU) and another Central Unit for CP (CP-CU), including one or more controllers. The controller(s) execute the local control functions and their operation is under the hierarchical control of the Central Coordinator.
In addition, to improve HO performance and allow operation in multi-connectivity, including Network MIMO, we introduce a Special Router module on the UP, between the UP-CU and the Lower Layers of RAN. The Special Router is controlled by the Central Coordinator.

For implementing the lower layers of RAN, the UP and CP are not separated, however there is a local Controller for the lower layers.
The RAN coverage with split base station is changed: from the existing coverage based on physical coverage associated with one controller and scheduler, to extended coverage based on multiple schedulers and their associated PHY. The new system forms a Base Station System.
Now we add a NR base station and a LTE eNB; both the NR base station and the eNB may receive the user plane from the core or from the Special Router. On the CP, they may be connected to the core and/or to the Central Coordinator.

The multi-connectivity is realized by:

1. Coordinating the bearer split by the Central Coordinator
2. Coordinating the operation of the Special Router by the Central Coordinator, such to forward the user PDUs of split bearers or the user data of the full bearers to the selected R-TP (Radio Transceiver Point including the lower layers of RAN) and/or to the NR or eNB base stations.
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Figure 2:  Base Station System
Additional advantages:
· The served area of the BSS is significantly increased, including a multitude of heterogeneous R-TPs, i.e. R-TPs with different transmission powers or using different RATs and also stand-alone NR and eNB base stations. 
· For the served area of the Base Station System (BSS) the mobility is supported in RAN. This approach allows for the reduction of the HO delay, reduction of the connectivity failures during HO, reduction of the Core overload.

· The Special Router, under the control of the Central Coordinator, can be used in more complicated UP scenarios, such as multi-point transmission including Network MIMO.
Disadvantages:

· RAN complexity is increased.

Architecture option 2 with R-TPs
In Figure 3 is presented the Architecture Option 2 using R-TP naming instead of “lower layers of RAN”.
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Figure 3:  Base Station System
Proposal

It is proposed to introduce the following text in section 6.2 of TR38.801 ‎[2].

Start of change:

RAN Architecture is presented in Fig. xx. It includes the following functional modules within each Base Station System:
· On the higher layer partition, the higher layers UP and the higher layer Controller.

· On the lower layers partition, an R-TP includes either only the RRH in case of ideal backhaul or the lower layers partition existing in each R-TP. For implementing the lower layers of RAN, the UP and CP are not separated, however an R-TP include a local lower layers Controller.

· The operation of the system is coordinated at the higher hierarchical control level by a Central Coordinator.

· The Base Station System additionally includes a Special Router, which under the Central Coordinator control forwards the UP PDUs to one or multiple R-TPs. The Special Router supports mobility between R-TPs, multi-connectivity, beamforming and CoMP Joint Processing with Joint Transmission, implying simultaneous data transmission from multiple points (part of or entire CoMP cooperating set) to a single UE or multiple UEs in a time-frequency resource.
· The RAN coverage is changed: from the existing coverage based on physical coverage associated with one controller and scheduler, to extended coverage based on multiple schedulers and their associated PHY. The new system forms a Base Station System (BSS).

· The BSS can also include a NR base station (with no split between lower and higher layers) and a LTE eNB; both the NR base station and the eNB may receive the user plane from the core or from the Special Router. On the CP, they may be connected to the core and/or to the Central Coordinator.

· The multi-connectivity is realized by:

· Coordinating the bearer split by the Central Coordinator

· Coordinating the operation of the Special Router by the Central Coordinator, such to forward the user PDUs of split bearers or the user data of the full bearers to the selected R-TP (Radio Transceiver Point including the lower layers of RAN) and/or to the NR or eNB base stations.
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Figure xx:   RAN initial architecture
End of change
Conclusions
Conclusion 1: It is proposed a RAN architecture responding to all the requirements in TR 38.913.

Conclusion 2: The advantages of the proposed architecture are:

· The transmission point selection and the coordination of resources will perform better as compared with the existing distributed solutions.

· The control is hierarchical, i.e. local control functions requiring low delay are separated from control functions with less stringent real-time requirements.

· The served area of the base station is significantly increased, including a multitude of heterogeneous R-TPs, i.e. R-TPs with different transmission powers or using different RATs. 
· Within the served area of the Base Station System (BSS) the mobility is supported in RAN. This approach allows for the reduction of the HO delay, reduction of the connectivity failures during HO, reduction of the Core overload.

· The Special Router, under the control of the Central Coordinator, can be used in more complicated UP scenarios, such as CoMP Joint Processing. The Base Station System additionally includes a Special Router, which under the control of the Central Coordinator forwards the UP PDUs to one or multiple R-TPs. The Special Router supports mobility between R-TPs, multi-connectivity, beamforming and CoMP Joint Processing with Joint Transmission, implying simultaneous data transmission from multiple points to a single UE or multiple UEs in a time-frequency resource.
Conclusion 3: It is proposed a short initial description text for introduction of the Architecture proposal in TR 38.801.
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