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1
Introduction
In RAN#71 meeting, a new SID “Study on Context Aware Service Delivery in RAN for LTE ”was approved [1], and the following objectives were listed: 
-
Study and if possible identify the use cases and requirements for Context Aware Service Delivery
-
For more efficient use of resources and better user experience (e.g., saving battery life, shorter E2E delay, and etc);

-
Study and analyse the potential impact to architecture, protocol, and signalling to support Context Aware Service Delivery in E-UTRA 
-
How E-UTRAN could acquire service specific information;
-
How E-UTRAN could support RAN based local cached delivery, local breakout;

-
How E-UTRAN could support RAN optimizations based on context awareness.
In this paper we mainly discuss the above three issues and provide some potential solutions and research proposals.
2
Discussion
Issue 1: How E-UTRAN could acquire service specific information?
To acquire service related informaiton, there are four possible options as below:
· Option 1:  RAN implementation solution, it can be further subdivided into:
· Option 1.1 DPI technology based option
· Option 1.2 IP address detection based option 
· Option 2: CN assist solution.
· Option 3: UE assist solution.

For option 1.1, according to the existing DPI (depth packet inspection) technology, E-UTRAN can get the traffic related information for each IP packet and then could know whether local cache could be performed or not based on the information. 
Option 1.2 also needs a internal operation in E-UTRAN. Considering that the domain IP address is generally allocated by DNS according to the domain and location related information, then if the IP address directly corresponds to the local CDN network node, combined with local CDN list stored in RAN node in advance, E-UTRAN can directly get information of local caching services by only detecting IP header information of each IP packet. 
For option 2, CN needs to in advance acquire various service related informations and inform eNB With these information,eNB could know whether local cache for the service could be performed.For example, signalling these information to RAN node by using extended GTP header in user plane, or reporting them in DSCP in the IP header towards the RAN node. Upon receipt of these information, E-UTRAN could decide to perform IP address conversion and local caching. 
For Option3, UE needs to have knowledge of the upcoming services and informing them to network side through an air interface, for example enhancing PDCP header to include application classification/category information.
These impacts on specification and implement of the four options are listed as below:
	
	Specification impact
	Implementation complexity

	Option 1.1
	No
	High

Processing is complicated due to depth packet detection for each packet. And maybe involves user’s business privacy.

	Option 1.2
	No
	Medium

Needs to analyze the IP address of each packet. Additionally needs complicated network configuration, e,g, makes intelligent DNS have knowledge of UE location.

	Option 2
	Impact on CN related interface 
	High

CN needs to be aware of the service information. RAN needs to detect each IP packet suitable for local caching and convert it into address of local CDN network node.

	Option 3
	Impact on Uu interface
	Low

UE needs to inform eNB of the service type and eNB needs to detect each packet from UE.


Proposal 1: Capture the above potential options and comparable result for them into TR.
Issue 2: How E-UTRAN could support RAN based local cached delivery?

Based on service awareness, E-UTRAN can use different processing mechanisms to locally cache those packet data, for example the following two options need to be considered:

· Option 1: Distributed local cached delivery mechanism.;

· Option 2: Centralized local cached delivery mechanism; 
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For option 1,when eNB detect that the uplink packet could be directed to the local cache, eNB internally perform Network address translation (NAT) for each data packet suitable for local caching, and then send them in IP way towards local CDN. For this option, only some description may be introduced into stage 2 specification. A diagram of distributed local caching is shown as below.
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For option 2, NAT is performed in a local central entity instead of eNBs. When certain eNB detect local caching packets need to be handled, a GTP tunnel per UE or RB between the eNB and LCE (a new logical entity which has the following functions: NAT, IP packet handling, etc.)would be setup via Xn-U interface (whether to introduce a new logical interface FFS). And then those data packets suitable for local caching will be forwarded to the LCE which performs IP address translation (NAT) for each data packet and sends them towards local CDN network. A diagram of centralized local caching is shown as below.
The following table lists the comparison result of the two solutions:
	
	Pro
	Con

	Option 1
	Minor impact on specification
	Mobility is not allowed for local caching service

	Option 2
	Support mobility for local caching service (for having a anchor, then the serving GW relocation like mechanism may be introduced )
	Large impact on specification.

Need to establish GTP tunnel per UE or RB between the eNB and LCE


Proposal 2: Capture the above two options and comparable result for them into TR.
Issue 3: How E-UTRAN could support RAN optimizations based on context awareness？
To support RAN optimizations based on context awareness,RAN first need to aware the service information .As described in issue1,several solutions may be applied. Based on the knowledge of different services or applications, the scheduler in RAN may use different scheduling strategy. For example, for web based video streaming and apps, in order to guarantee the real-time and fluency of video streaming, the scheduler in RAN should try to shorten transmission delay for these data packets as much as possible. In other hand, for the services or applications with lower ACDC category, the RAN should be allowed to suspend or release these applications in case of overload of network. In summary, to realize RAN optimizations based on context awareness, RAN needs to get the service related information. About how to make the optimization,it is implementation related.
Proposal 3: To realize  RAN optimizations based on context awareness, RAN needs to get the service related information.About how to make the optimization in RAN,it is implementation related.
3
Conclusion
In this document, we discuss three issues for Context Aware Service Delivery in RAN, and provide some potential solutions and proposals as below:
Proposal 1: Capture the potential options for acquiring service specific information and comparable result for them into TR.
Proposal 2: Capture the two options for supporting RAN based local cached delivery and comparable result for them into TR.
Proposal 3: To realize  RAN optimizations based on context awareness, RAN needs to get the service related information.About how to make the optimization in RAN,it is implementation related.
4
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