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1   Introduction
During RAN3#91 meeting, the localization for Uu based V2X service were discussed and some agreements were achieved which have been captured in TP [1], e.g. using SIPTO@LN for uplink and localized eMBMS for downlink in the Uu based V2X to reduce the backhaul delay so that better satisfy the stringent latency requirements of V2X services. However, there are still some open issues left for the SIPTO@LN and localized eMBMS supported in the Uu based V2X, e.g. how to support the dedicated bearer in SIPTO@LN, how to guarantee the service continuity of SIPTO@LN in V2X, etc. In this contribution, we discuss open issues for the SIPTO@LN in V2X and the issues we found in order to support the localized eMBMS in V2X, and give our observations and proposals. 
2   Discussion
2.1   Enhancements for SIPTO@LN in V2X

As agreed in last meeting, it is beneficial to use the SIPTO@LN to satisfy the stringent latency requirements of V2X services because that the P-GW closing to the eNB can significantly reduce the backhaul delay.  In this section, we discuss the utilization of SIPTO@LN (both SIPTO@LN with collocated L-GW or the SIPTO@LN with standalone gateway) for uplink unicast transmission. Two identified open issues in the TP [1] are analyzed as follows.
Dedicated SIPTO bearer support in V2X
As specified in TS 23.401, “For this release of the specification, no interface between the L-GW and the PCRF is specified and there is no support for dedicated bearers on the PDN connection used for SIPTO at the Local Network. The Local GW (L-GW) shall reject any UE requested bearer resource modification.” In our understanding, the dedicated bearer are not supported in legacy SIPTO@LN and there is no interface between the L-GW and the PCRF since the typical service type for SIPTO@LN is FTP service and default bearer could satisfy the QoS requirement.  
However, for V2X service, SA1 has agreed on several QoS requirements for V2X in TR 22.885 [2]. More specifically, the QoS requirements include latency, reliability, message transmission frequency, priority etc.. Among them, the priority and reliability relevant requirements are listed as follows.
[CPR-008]
The 3GPP network shall be able to provide means to prioritize transmission of V2X messages according to their type (e.g. safety vs. non-safety).
 [CPR-027]
The E-UTRA(N) shall be able to support high reliability without requiring application-layer message retransmissions.
As a result, the dedicated bearer should be supported for the SIPTO@LN in the V2X. This issue could be solved by enabling the L-GW or standalone gateway to be connected to PCRF via Gx interface. During the UE requested PDN connectivity procedure, upon receipt of after the  the Create Session Request message, L-GW or  standalone gateway can reuse an IP‑CAN Session Establishment procedure with the PCRF to get the default PCC rules for the UE. And then the L-GW or standalone gateway could allocate EPS bearer QoS parameters (e.g. QCI, ARP, GBR, MBR) for the EPS bearer of the SIPTO@LN connection. 
Proposal 1: Dedicated bearer could be supported in V2X by enabling the LGW to be connected to PCRF via Gx interface.
On the other hand, it should consider whether the L-GW or standalone gateway is dedicated for V2X service and whether the dedicated bearer support for SIPTO@LN is only used for V2X service or may extend to all the SIPTO@LN services. If the dedicated bearer support for SIPTO@LN is only used for V2X service, but the collocated L-GW or standalone gateway is shared for V2X service and other SIPTO@LN services, the L-GW or standalone gateway may receive multiple SIPTO@LN connection setup requests both for V2X service and other SIPTO@LN services services.  It is necessary for the L-GW or standalone GW to differentiate SIPTO@LN connection setup request for V2X service from SIPTO@LN services in order to perform different PDN connection setup procedure. One possible solution is to define a specific APN for V2X service, which could be included in the PDN Connection Setup Request message sent from UE to the L-GW or standalone GW.The specific APN can be used by the L-GW or or standalone GW to identify SIPTO@LN PDN connection setup request so that to determine whether the dedicated bearer should be established. 
Observation 1: It should consider whether the dedicated L-GW or standalone GW is dedicated for V2X service and whether the dedicated bearer support for SIPTO@LN is  only used for V2X service or may extend to all the SIPTO@LN services.

Service continuity of SIPTO@LN in V2X
The mobility of the SIPTO@LN PDN connection is not supported in the current specification. The SIPTO@LN PDN connection shall be released after handover unless the source and target eNBs are in the same Local Home Network (LHN). In this section, we discuss the the service continuity issue of SIPTO@LN in V2X using SIPTO@LN with collocated L-GW or the SIPTO@LN with standalone GW respectively. 
SIPTO@LN with collocated LGW
According to TS 36.300 [4], the SIPTO@LN PDN connection is released after a handover is performed, and the collocated L-GW in the source eNB triggers the release over the S5 interface. In order to ensure the service continuity of SIPTO@LN in the V2X service, the UE’s IP address should be maintained after handover. So the UE’s PGW (i.e. the L-GW) should keep unchanged after handover considering the UE’s IP address is allocated by the LGW. There maybe two alternatives to maintain the L-GW unchanged during handover as follows:
Alternative 1: Data is transferred from the L-GW collocated in the source eNB to the SGW in the CN, or vice versa
In the alternative, the uplink data is transferred from the target eNB to the SGW in the core network via S1 GTP tunnel, and then transfers from the SGW to the LGW collocated in the source eNB via S5 GTP tunnel after handover, as illustrated in Figure 1. However, the advantage of local breakout (i.e. latency reduction) doesn't exist using this alternative since the data path goes through core network after the UE handover. 
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Figure 1 illustration of data path of alternative 1
Alternative 2: Data is transferred from the L-GW collocated in the source eNB to the target eNB, or vice versa

The alternative 2 only can be used if an interface exists between the target eNB and the source eNB (or the collocated L-GW). The target eNB shall establish a direct GTP tunnel to the L-GW collocated in the source eNB once the handover is performed. The uplink data is transferred from the target eNB to the L-GW collocated in the source eNB directly after handover. In the alternative, the data path doesn't go through core network but the data path would be very long when the UE leaves far away from the source eNB. The MME may be responsible for determining whether the UE is far away from the L-GW collocated in the source eNB. Once the MME decides that the UE is far away from the L-GW, it may release the SIPTO@LN PDN connection and re-establish a new SIPTO@LN PDN connection for the UE. 
Observation 2: In order to gurantee the service continuity, for the SIPTO@LN with collocated LGW in V2X, the target eNB could establish a direct GTP tunnel to the LGW collocated in the source eNB after handover.  
SIPTO@LN with standalone GW
In the STIPTO@LN with standalone GW, the standalone GW including LGW and SGW is deployed near the eNB in the RAN side. Multiple eNBs in a Local Home Network (LHN) connect to the same standalone GW. The service continuity is maintained if the source and target eNB belongs to the same LHN. Considering that there is no interface between the target eNB and the source standalone GW assuming that  the target eNB and the source eNB doesn't belong to the same LHN, the tunnel between the source standalone GW and the target eNB couldn't be established. The similar solution as the alternative 2 in the SIPTO@LN with collocated LGW discussed above couldn’t be used.In this situation, the UE should reselect another PGW and re-establish the SIPTO@LN PDN connection after it moves out of the LHN. Or the target standalone GW may establish a GTP tunnel with the source standalone GW in order to maintain the UE’s PGW unchanged.  This will introduce a lot of standardazation work in CN. 
Observation 3: In order to guarantee the service continuity, for the SIPTO@LN with standalone GW in V2X, if the source eNB and the target eNB does not belong to the same LHN, it may bring lots of specification impact in CN.  
Proposal 2: It is suggested to adopt the SIPTO@LN with collocated LGW architecture for V2X service considering the potential specification impact in order to ensure the service continuity during mobility.
2.2   Localized MBMS
Localized eMBMS architecture
According to the TP[1], localized eMBMS architecture should be considered for downlink multicast transmission for the Uu based V2X service in order to minimize the latency. 

The following possible localized eMBMS alternatives are given assuming that the uplink transmission is based on the SIPTO @LN with collocated L-GW.
· Alternative 1: the collocated local eMBMS is used for the downlink transmission, as shown in Figure 2a.
· Alternative 2: the standalone local eMBMS is used for the downlink transmission. And the standalone local eMBMS locates near the eNB, as shown in Figure 2b.
Note: the local V2X server can be collocated in the eNB or can be located outside of the eNB. 
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Figure 2a Collocated local eMBMS
	
[image: image3.emf]Uu

V-UE1 V-UE2

Uu

S11

S1-U

P-GW

S5

SIPTO

LGW

SGmb/SG-lmb

eNB

BM-SC

MBMS

GW

Local 

MBMS/

SC-PTM

Local  

E-UTRAN

V2X Server

SGi

MME

MCE

M3

MME S1-MME

S-GW

S5

MB2

SGmb

Sm

M2

M1


Figure 2b Standalone local eMBMS



Both of the localized eMBMS alternatives above can be used to reduce the downlink user plane latency. According to the RAN2 email discussion of the latency analysis TP [5], the evaluated backhaul latency is shown in Table 1.
Table 1. the backhaul delay for broadcast
	backhaul delay-sub_a for broadcast 


	15
	The latency of eNB-->SGW/PGW-->ITS AS-->BM-SC.  This parameter is used in L-NW_mbms, L-NW_scptm.

	backhaul delay sub_b for broadcast
	5
	The latency comprising the latency for BMSC->eNB (including processing delays at BM-SC)

This parameter is used in L-NW_mbms, L-NW_scptm.


According to the latency evaluation by RAN2, the utilization of SIPTO@LN for UL transmission and localized eMBMS for DL transmission could reduce the backhaul delay up to 20ms. The amounts of latency reduced by different localized eMBMS alternatives (i.e. collocated local eMBMS or standalone local eMBMS) are different. We can further consider which localized eMBMS alternative is used for V2X or both of them are applicable. 
Observation 4: The utilization of SIPTO@LN for UL transmission and localized eMBMS for DL transmission could reduce the backhaul delay up to 20ms.
When talking about the localized eMBMS, it is questionable whether only the user plane localization or both of the user plane and control plan localization. According to the agreements in RAN2#93, V2X service would coexist with LTE service and V2X service deployment shall not impact on LTE service. As we know, MCE performs the admission control and the allocation of the radio resources used by all eNBs in the MBSFN area for multi-cell MBMS transmissions using MBSFN operation [4]. As a result, dedicated MCE for V2X service is not suggested and the MCE for V2X service shall reuse the MCE for other eMBMS services. Otherwise, the radio resources allocated by multiple MCEs would conflict in the same eNB.  
Proposal 3: The dedicated MCE for V2X service is not suggested, because that the radio resources allocated by the dedicated MCE for V2X service and the MCE for legancy eMBMS service would conflict in the same eNB if the dedicated MCE is used. 
Potential issues
As stated above, localized eMBMS architecture is implemented via moving the MBMS CN functions (e.g. BM-SC, MBMS-GW) close to the eNB, or even collocated in the eNB. Correspondingly, there are some potential issues if the localized eMBMS architecture is utilized which is presented and discussed below. 
· TMGI collision
As we know, in current eMBMS mechanism, BM-SC plays an important role in assigning the TMGI which is used to identify the MBMS bearer service. According to the TS 23.468 [5], if another MBMS bearer with the same TMGI is already activated, the BM-SC shall accept the request only if the MBMS broadcast area in the new request is not partly or completely overlapping with the existing MBMS bearer(s) using the same TMGI. However, for the collocated local eMBMS, because the BM-SCs are individually located inside eNBs and there is no coordination between BM-SCs, it is possible that the BM-SCs collocated in different eNBs allocate the same TMGI to different MBMS bearers with overlapping MBMS broadcast area, which may result in the TMGI collision. The TMGI collision may also happen in the standalone local eMBMS considering the multiple standalone local BM-SC for the V2X service. If TMGI collision happens, it may cause the failure of the V2X message reception.
Proposal 4: The issue of TMGI collision should be addressed and the solution for solving the issue should be considered if the localized eMBMS architecture is used. 
· V2X message broadcast in neighbour eNBs
For the standalone local eMBMS, the data path for the downlink MBMS broadcast could reuse the existing eMBMS architecture, such as local V2X server->BM-SC->MBMS GW->eNB->V-UE. No special handling should be considered. However, for the collocated local eMBMS, if the V2X message is required to be broadcasted in cells belonging to neighbour eNBs, how the V2X message deliveres between neighbour eNBs is worth considering. Here we take the collocated V2X server in the eNB as an example, Figure 3 illustrates the possible V2X message transmission data path between neighbour eNBs. 
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Figure 3 V2X message transmission data path between neighbour eNBs
When the V2X message broadcast area covers the cells belonging to the eNB1 and neighbour eNB2, in addition to the downlink data path in the eNB1 via the collocated local BM-SC1 and MBMS GW1 (i.e. local V2X server1->BM-SC1->MBMS GW1->eNB1->V-UE2), Figure 3 also illustrates the following possible downlink data path to V-UE3 in the neighbour eNB2. 
· Figure 3(a) shows that the local V2X server1 collocated in eNB1 forwards the V2X message to the BM-SC2 collocated in eNB2 or to the local V2X server2 collocated in eNB2, thus the downlink data path for the V2X message to V-UE3 in the cell of neighbour eNB2 is local V2X server1->BM-SC2->MBMS GW2->eNB2->V-UE3 or local V2X server1-> local V2X server2->BM-SC2->MBMS GW2->eNB2->V-UE3. 
· Figure 3(b) shows that the BM-SC1 collocated in eNB1 forwards the V2X message to MBMS GW2 collocated in eNB2, thus the downlink data path for the V2X message to V-UE3 in the cell of neighbour eNB2 is local V2X server1-> BM-SC1->MBMS GW2->eNB2->V-UE3. 
· Figure 3(c) shows that the MBMS GW1 collocated in eNB1 sends the V2X message directly to the eNB2 via M1 interface, thus the downlink data path for the V2X message to V-UE3 in the cell of neighbour eNB2 is local V2X server1->BM-SC1->MBMS GW1->eNB2->V-UE3. 
· Figure 3(d) shows that the eNB1 sends the V2X message directly to the eNB2 via X2 interface, thus the downlink data path for the V2X message to V-UE3 in the cell of neighbour eNB2 is local V2X server1->BM-SC1->MBMS GW1->eNB1->eNB2->V-UE3. 
Different V2X message transmission data path may lead to the different MBMS bearer setup procedure as analyzed below. 
· In Figure 3(a), upon receipt of the V2X message, the local V2X server1 should initiate an Activate MBMS Bearer procedure to the collocated BM-SC1 of eNB1. In addition, it shall decide whether it has to deliver V2X message to BM-SC or other local V2X server which is collocated in the neighbouring eNB according to the broadcast area the V2X messages have to transmit. If needed, the local V2X server1 shall initiate an Activate MBMS Bearer procedure to the BM-SC2 collocated in eNB2 or initiate a procedure to the local V2X server2 collocated in neighbour eNB2. After that, the BM-SC1 and BM-SC2 individually trigger the MBMS Session Start procedure. 
· In Figure 3(b), after the Activate MBMS Bearer procedure between local V2X server1 and BM-SC1 collocated in eNB1, the BM-SC1 determines to initiate the Session Start Request messages to both MBMS GW1 collocated in eNB1 and MBMS GW2 collocated in the neighbour eNB2 to establish MBMS bearer separately based on the broadcast area the V2X messages have to transmit. 
One common issue in the alternatives illustrated in Figure 3(a) and Figure 3(b) is, how to determine the routing information of the local eMBMS or local V2X server which is collocated in the neighbour eNB(s) where the V2X message shall be broadcast.

· In Figure 3(c), the BM-SC1 collocated in eNB1 only sets up an MBMS session which broadcast area contains cells of  eNB1 and neighbour eNB2. 
· In Figure 3(d), the two MBMS bearers in eNB1 and neighbour eNB2 could be preconfigured in advance and thus are kept the mapping relationship. When the eNB1 receives the V2X message, eNB1 determines that the V2X message needs to be broadcast in eNB1 and neighbour eNB2’s cell. And then eNB1 not only broadcasts the V2X massage to the UEs in eNB1’cell, but also forwards the V2X message to eNB2 via X2 interface to enable the V2X message broadcast to the UEs in neighbour eNB2’s cells.
Proposal 5: If the collocated local eMBMS is used, different downlink V2X data paths are suggested to be studied when the broadcast area of V2X messages involves neighbour eNB(s).
3   Conclusion
In the contribution, we mainly discussed the localized Uu based V2X architecture concerning on the local breakout for uplink unicast transmission and localized eMBMS for downlink multicast transmission. The following observations and proposals are presented:
Proposal 1: Dedicated bearer could be supported in V2X by enabling the LGW to be connected to PCRF via Gx interface.
Observation 1: It should consider whether the dedicated L-GW or standalone GW is dedicated for V2X service and whether the dedicated bearer support for SIPTO@LN is  only used for V2X service or may extend to all the SIPTO@LN services.

Observation 2: In order to gurantee the service continuity, for the SIPTO@LN with collocated LGW in V2X, the target eNB could establish a direct GTP tunnel to the LGW collocated in the source eNB after handover.  
Observation 3: In order to guarantee the service continuity, for the SIPTO@LN with standalone GW in V2X, if the source eNB and the target eNB does not belong to the same LHN, it may bring lots of specification impact in CN.  
Proposal 2: It is suggested to adopt the SIPTO@LN with collocated LGW architecture for V2X service considering the potential specification impact in order to ensure the service continuity during mobility.
Observation 4: The utilization of SIPTO@LN for UL transmission and localized eMBMS for DL transmission could reduce the backhaul delay up to 20ms.
Proposal 3: The dedicated MCE for V2X service is not suggested, because that the radio resources allocated by the dedicated MCE for V2X service and the MCE for legancy eMBMS service would conflict in the same eNB if the dedicated MCE is used. 

Proposal 4: The issue of TMGI collision should be addressed and the solution for solving the issue should be considered if the localized eMBMS architecture is used. 
Proposal 5: If the collocated local eMBMS is used, different downlink V2X data paths are suggested to be studied when the broadcast area of V2X messages involves neighbour eNB(s).
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