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1. Introduction
In this contribution we discuss the remaining user plane aspects of LWA.
2. Discussion
802.11 QoS model is very different from LTE. 802.11 [3] defines four Access Categories (ACs): background, best effort, video and voice. These ACs are characterized by different Contention Window (CW) sizes, arbitration inter-frame space number (AIFSN) and transmission opportunity (TXOP). Default values are illustrated in the figure below.
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Additionally, the 802.11 spec [3] allows to control the number of retransmissions through the following MIB variables: dot11LongRetryLimit (default value is 4) and dot11ShortRetryLimit (default value is 7). 

The first observation is that WLAN does not support GBR, however this limitation can be taken into account by eNB implementation and does not need to be taken into account in standardization.

Observation 1: WLAN does not support GBR, however this limitation can be taken into account by eNB implementation.
For non-GBR bearers, TS 23.203 [4] defines QCIs with priority level, packet delay budget and packet error loss rate, as illustrated in the table below:
Table 6.1.7: Standardized QCI characteristics

	QCI
	Resource Type
	Priority Level
	Packet Delay Budget
	Packet Error Loss

Rate (NOTE 2)
	Example Services

	1
(NOTE 3)
	
	2
	100 ms
(NOTE 1, NOTE 11)
	10-2
	Conversational Voice

	2
(NOTE 3)
	
GBR
	4
	150 ms
(NOTE 1, NOTE 11)
	10-3
	Conversational Video (Live Streaming)

	3
(NOTE 3)
	
	3
	50 ms
(NOTE 1, NOTE 11)
	10-3
	Real Time Gaming

	4
(NOTE 3)
	
	5
	300 ms
(NOTE 1, NOTE 11)
	10-6
	Non-Conversational Video (Buffered Streaming)

	65
(NOTE 3, NOTE 9)
	
	0.7
	75 ms
(NOTE 7,
NOTE 8)
	
10-2
	Mission Critical user plane Push To Talk voice (e.g., MCPTT)

	66
(NOTE 3)
	
	
2
	100 ms
(NOTE 1,
NOTE 10)
	
10-2
	Non-Mission-Critical user plane Push To Talk voice

	5
(NOTE 3)
	
	1
	100 ms
(NOTE 1, NOTE 10)
	10-6
	IMS Signalling

	6
(NOTE 4)
	
	
6
	
300 ms
(NOTE 1, NOTE 10)
	
10-6
	Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file sharing, progressive video, etc.)

	7
(NOTE 3)
	Non-GBR
	
7
	
100 ms
(NOTE 1, NOTE 10)
	
10-3
	Voice,
Video (Live Streaming)
Interactive Gaming

	8
(NOTE 5)
	
	
8
	
300 ms
(NOTE 1)
	

10-6
	
Video (Buffered Streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file 

	9
(NOTE 6)
	
	9
	
	
	sharing, progressive video, etc.)

	69
(NOTE 3, NOTE 9)
	
	0.5
	60 ms
(NOTE 7, NOTE 8)
	10-6
	Mission Critical delay sensitive signalling (e.g., MC-PTT signalling)

	70
(NOTE 4)
	
	5.5
	200 ms
(NOTE 7, NOTE 10)
	10-6
	Mission Critical Data (e.g. example services are the same as QCI 6/8/9)

	NOTE 1:
A delay of 20 ms for the delay between a PCEF and a radio base station should be subtracted from a given PDB to derive the packet delay budget that applies to the radio interface. This delay is the average between the case where the PCEF is located "close" to the radio base station (roughly 10 ms) and the case where the PCEF is located "far" from the radio base station, e.g. in case of roaming with home routed traffic (the one-way packet delay between Europe and the US west coast is roughly 50 ms). The average takes into account that roaming is a less typical scenario. It is expected that subtracting this average delay of 20 ms from a given PDB will lead to desired end-to-end performance in most typical cases. Also, note that the PDB defines an upper bound. Actual packet delays - in particular for GBR traffic - should typically be lower than the PDB specified for a QCI as long as the UE has sufficient radio channel quality.

NOTE 2:
The rate of non congestion related packet losses that may occur between a radio base station and a PCEF should be regarded to be negligible. A PELR value specified for a standardized QCI therefore applies completely to the radio interface between a UE and radio base station.

NOTE 3:
This QCI is typically associated with an operator controlled service, i.e., a service where the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. In case of E-UTRAN this is the point in time when a corresponding dedicated EPS bearer is established / modified.

NOTE 4:
If the network supports Multimedia Priority Services (MPS) then this QCI could be used for the prioritization of non real-time data (i.e. most typically TCP-based services/applications) of MPS subscribers.

NOTE 5:
This QCI could be used for a dedicated "premium bearer" (e.g. associated with premium content) for any subscriber / subscriber group. Also in this case, the SDF aggregate's uplink / downlink packet filters are known at the point in time when the SDF aggregate is authorized. Alternatively, this QCI could be used for the default bearer of a UE/PDN for "premium subscribers".

NOTE 6:
This QCI is typically used for the default bearer of a UE/PDN for non privileged subscribers. Note that AMBR can be used as a "tool" to provide subscriber differentiation between subscriber groups connected to the same PDN with the same QCI on the default bearer.

NOTE 7:
For Mission Critical services, it may be assumed that the PCEF is located "close" to the radio base station (roughly 10 ms) and is not normally used in a long distance, home routed roaming situation. Hence delay of 10 ms for the delay between a PCEF and a radio base station should be subtracted from this PDB to derive the packet delay budget that applies to the radio interface.

NOTE 8:
In both RRC Idle and RRC Connected mode, the PDB requirement for these QCIs can be relaxed (but not to a value greater than 320 ms) for the first packet(s) in a downlink data or signalling burst in order to permit reasonable battery saving (DRX) techniques.

NOTE 9:
It is expected that QCI-65 and QCI-69 are used together to provide Mission Critical Push to Talk service (e.g., QCI-5 is not used for signalling for the bearer that utilizes QCI-65 as user plane bearer). It is expected that the amount of traffic per UE will be similar or less compared to the IMS signalling.

NOTE 10:
In both RRC Idle and RRC Connected mode, the PDB requirement for these QCIs can be relaxed for the first packet(s) in a downlink data or signalling burst in order to permit battery saving (DRX) techniques.

NOTE 11:
In RRC Idle mode, the PDB requirement for these QCIs can be relaxed for the first packet(s) in a downlink data or signalling burst in order to permit battery saving (DRX) techniques.


There are two alternative options to handle QoS mapping 

1. eNB maps LTE QCI to WLAN AC, eNB communicates AC to WT

2. eNB communicates LTE QCI to WT, WT maps LTE QCI to WLAN QoS parameters.

We believe that the second alternative is preferable, for the following reasons:

It is similar, in fact identical, to DC and therefore minimizes standardization impact and eNB implementation impact. With this option the QCI is transferred to the WT via Xw-AP signalling in a similar way to DC and X2.
It is more flexible. The reason is that if the mapping is performed by the eNB, the eNB is likely to map QCI to AC. However, there are other WLAN QoS parameters that some WLAN implementations may be able to tune, while others may not. One such example is the retry limit. If the QCI is known to the WT, not only it can map it to AC, but it can also tune e.g. WLAN retry limit based on LTE packet delay budget and packet error loss rate, if supported by the WLAN infrastructure. There are other WLAN QoS parameters that good WLAN implementation can adjust based on LTE QCI. It is in theory possible for the eNB to map QCI to other WLAN parameters as well, but this would require extensive analysis of WLAN, for which we believe RAN3 does not have the expertise – such an analysis would require involvement of at least IEEE.
Observation 2: since eNB may not have visibility into all WLAN QoS parameters, WT is better suited to map LTE QCI to WLAN QoS parameters.
Therefore, we propose to to communicate QCI parameters to WT for every bearer offloaded to WLAN, in the same manner it is performed on X2 for DC.
Proposal 1: to communicate QCI parameters to WT for every bearer offloaded to WLAN.

Additionally, if ARP is communicated to WT (similarly to what is done for DC) WT may take this information into account when admitting bearers.

Proposal 2: to communicate ARP to WT for every bearer offloaded to WLAN.

With that being said, we recognize that not all WLAN implementations may be able to support this functionality, therefore it is proposed to make QoS mapping functionality optional, so that the eNB knowing whether the WLAN supports QoS mapping or not may decide which bearers can be offloaded to WLAN.

Proposal 3: to make QoS mapping functionality optional.
3. Summary

Based on the observations above we propose:

Proposal 1: to communicate QCI parameters to WT for every bearer offloaded to WLAN.

Proposal 2: to communicate ARP to WT for every bearer offloaded to WLAN.
Proposal 3: to make QoS mapping functionality optional.
And to define Xw-AP [1] signalling based on the above proposals.
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