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1   Introduction
In [1] a new study item was approved to investigate possible enhancements to RAN Sharing for UTRAN. The SID quotes the following justifications:
3
Justification

Considering the requirements of shared resources and reduced costs from operators, RAN sharing aspects have been studied for E-UTRAN. Nowadays there are also requirements for UTRAN to adopt RAN sharing to complement the existing RAN capabilities. 

The use cases for UTRAN have been collected in TR 22.852 and the stage-1 CRs to TS 22.101 have been agreed for the completion of SA1’s WI. Subsequently, RAN should start the standardized work so that operators will be able to share properly across the radio access technologies. 

From the justifications above it is not possible to understand the RAN sharing scenarios that would trigger a study focussed on UTRAN. 
This paper analyses possible scenarios in UTRAN that could relate to requirements in TS22.101 and draws some conclusions on the need for enhancements in the area of RAN sharing.

2   Analysis of RAN Sharing Scenarios for UTRAN
When looking at TS22.101, the requirement sections that are pertinent to the RAN3 study described in [1] are: section 28.3.1, 28.3.5 and 28.3.6. With respect to the scenarios that can be deduced from these sections, the following aspects seem to be relevant to RAN3:

1) Different types of resource allocations and enforcements

With this respect TS22.101 lists the three following options

a)
static allocation, i.e. guaranteeing a minimum allocation and limiting to a maximum allocation,

b)
static allocation for a specified period of time and/or specific cells/sectors,

c)
first UE come first UE served allocation.

And associated to such scenarios TS22.101 quotes the following requirements that seem to be the most relevant to the study RAN3 should carry out:

A Shared GERAN or UTRAN shall be capable of differentiating traffic associated with individual Participating Operators and shall be able to limit QoS available for traffic of the UEs of a Participating Operator (e.g. “best effort” if not enough resources are available).

A Shared GERAN or UTRAN shall be able to conduct admission control based on the allocated GERAN or UTRAN resources for each Participating Operator with a margin of tolerance.

2) Capability to perform Load Balancing across sharing operators
With this respect TS22.101 quotes the following requirements that seem to capture the most important points for the study RAN3 needs to run:
Hosting RAN Operators  need to optimise GERAN or UTRAN resource usage within the Shared GERAN or UTRAN for a particular coverage area while respecting the agreed resource shares for each Participating Operator. Similarly,  Participating Operators need to optimise their GERAN or UTRAN resource usage between Shared and unshared GERAN or UTRAN for a particular coverage area.

The Hosting RAN Operator shall have the capability to balance the Signalling and User Traffic load individually for each Participating Operator within a Shared GERAN or UTRAN.

With the requirements above in mind let us analyse how current UTRAN specifications can tackle the resource allocation, resource quota enforcement and mobility load balancing scenarios and deduce whether they fulfil the requirements or whether enhancements need to be applied.
2.1   Resource allocation, resource utilisation enforcement and Load Balancing in UTRAN

In UTRAN a potentially numerous number of cells can be served by the same RNC. 
A shared RNC is able to know by means of configuration the resource allocation for each participating operator. Further, an RNC is able to know by existing signalling the Selected PLMN Identity for each connected UE, which allows the RNC to identify the sharing operator to which the UE belongs. 

By means of knowing the resources used by UEs associated to each sharing operator and by knowing the resource allocation scheme configured, the serving RNC is able to monitor resource usage per sharing operator within its domain and to perform resource allocation and quota enforcement on a per sharing operator basis.

Observation 1: An RNC can be configured with maximum resource quotas per sharing operator and can monitor resource utilisation per sharing operator by knowing the Selected PLMN ID of each served UE. Hence, an RNC can perform resource allocation and enforcement of resource quota on a per sharing operator basis as per requirements in TS22.101.

Additionally, an RNC can perform mobility load balancing across its served cells as per requirements in TS22.101 listed above.
Observation 2: The requirements in TS22.101 on load balancing can be already fulfilled within one RNC domain

The scenario that should be considered is one where RNC domains overlap in part or in full. This is considered in Figure 1.
We should point out that the scenario considered is the one of load balancing, namely a scenario where a UE is relocated not because of strict radio reasons but because of load reasons. This implies that failure in performing relocation for load balancing reasons may not necessarily imply Radio Link Failures.
Observation 3: Failure to perform load balancing relocations would not necessarily result in RLFs

It has to be noted that the current standard allows for the exchange of cell load information between RNCs. In fact, such information can be exchanged by means of 
· Common Measurements procedures: where the Load Value IE, RT Load Value IE and NRT Load Indication Value IE are exchanged, indicating the percentage of load occupied in a cell

· Information Exchange procedures: where the Cell Capacity Class Value IE is exchanged, indicating the overall capacity of a cell and therefore allowing for correct interpretation of the load information exchanged via Common Measurements
Moreover, relocation procedures (both via RNSAP and RANAP) allow for an indication of the Selected PLMN Identifier IE for the relocated UEs. 

Hence, it would already be possible, according to current standard, to perform load balancing and admission control across RNCs on a per sharing operator basis and according to TS22.101 requirements, as shown in Figure1.
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Figure 1: Example of admission control and load balancing procedures for RAN Sharing based on current procedures 
In Figure 1 RNC1 selects a target cell as offload cell e.g. because load in the serving cell for the sharing operator serving the UE is reaching saturation or because in general the serving cell is fully saturated. The selection occurs by means of exchanged cell load information over Iur.

When triggering the relocation procedures to offload a UE, RNC1 should include the Selected PLMN ID IE in the RNSAP: ENHANCED RELOCATION REQUEST. 

Target RNC2 will be able to run admission control for the relocated UE on the basis of the received Selected PLMN ID IE and on the basis of resources utilised in the target cell by the sharing operator associated with the Selected PLMN ID IE.

If the sharing operator identified by the Selected PLMN ID IE has already saturated its allocated resource quota or if in general the target cell is fully loaded, the relocation can be failed with an opportune cause value, such as “Traffic Load In The Target Cell Higher Than In The Source Cell”. The latter would allow the source RNC to understand that offloading to the target cell cannot be performed and to back off from such attempts for a given time.

Observation 4: it is possible according to current procedures to perform load balancing and admission control for RAN sharing across different RNCs, as per requirements in 22.101.
It should be finally noted that cross RNC load balancing procedures may not be so frequent given that intra RNC domain load balancing can already address load distribution across a large cluster of cells. 

Also, the UTRAN network consists of a long established infrastructure where the impact and cost of enhancements needs to be evaluated in light of the large pool of legacy equipment already deployed. Hence any enhancement should be motivated by considerable gains that would overcome the costs of large network upgrades.
Observation 5: The UTRAN consists of large deployment of legacy equipment. Any enhancement should be motivated by considerable gains that would overcome the costs of large network upgrades

3   Conclusion 

This paper analysed the scenarios at the basis of a study in the area of RAN Sharing for UTRAN. 
The following observations were deduced in the discussion above:

Observation 1: An RNC can be configured with maximum resource quotas per sharing operator and can monitor resource utilisation per sharing operator by knowing the Selected PLMN ID of each served UE. Hence, an RNC can perform resource allocation and enforcement of resource quota on a per sharing operator basis as per requirements in TS22.101.

Observation 2: The requirements in TS22.101 on load balancing can be already fulfilled within one RNC domain

Observation 3: Failure to perform load balancing relocations would not necessarily result in RLFs

Observation 4: it is possible according to current procedures to perform load balancing and admission control for RAN sharing across different RNCs, as per requirements in 22.101.

Observation 5: The UTRAN consists of large deployment of legacy equipment. Any enhancement should be motivated by considerable gains that would overcome the costs of large network upgrades
On the basis of the observations above it is proposed to agree to the following conclusions:

Conclusion: RAN3 should evaluate whether there are any relevant scenarios where the current standard does not fulfil the requirements on resource allocation, resource quota enforcement and load balancing described in TS22.101 and in RP-142251. If such scenarios are found, proposed enhancements shall be motivated by sufficient gains 
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