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1
Introduction
The following agreements relative to load balancing in RAN sharing deployments were reached at RAN3#85bis:

Case a and b and c (described in TR) are part of the scope 
MSC is not in scope so contribution driven. 
Furthermore some open points were captured in an endorsed way-forward document [1]. In this paper we provide our view and proposals on these open points.
2
Discussion
MLB1: define and consequences of case a and b (described in the TR):
Intra-frequency case:

According to the wording of the definitions found in TS 22.101 and TR 36.856, case A and B are based on static allocation of at least a part of the cell resources ensuring a minimum allocation to each participating operator, and preventing a single participating operator to use more than a maximum level of resources. If the min and max allocations are different some of the  resources in the cell constitute a pool that may be used by more than one operator. In practice we believe that all participating operators are allowed to use this shared resource pool.
Observation 1: Case A and B allows for the existence of a shared resource pool, and it seems reasonable to assume that the shared pool may be used by all participating operators.
Also a note in TS 22.101 and TR 36.856 indicates that when it comes to load balancing, the main objective is to maximize overall system throughput and the allocated quotas should therefore only be taken into account "to the extent possible":
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Also TR 36.856 brings some clarification for case C, concisely defined as "first UE come first UE served allocation" in TS 22.101. The extra clarification is high-lighted in yellow:
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It therefore seems that an interpretation of case A/B taking into account the note in TS 22.101, and the introduction of PLMN resource limitation for case C, as suggested by the clarification in TR 36.856, both go in the same direction where RAN sharing quotas may be best handled using a common scheduler in such a way that they don't become an obstacle for efficient use of the radio resources.

Observation 2: Cases A, B and C (as clarified in the TR) all enable PLMN resource limitation where a common scheduler may be used, and where efficient use of the radio resources remains the primary goal.

When a common scheduler is used it seems reasonable to assume that RAN sharing deployments will use the same triggers as non RAN sharing deployments for inter-eNB intra-frequency load balancing actions, i.e. an eNB will trigger such actions when this becomes justified by the overall traffic situation independently of PLMN resource allocation in source or target cells. TR 36.856 also provides a discussion on criteria to be used for the UE selection, in particular:

· the UE's radio conditions (cell edge)

· the service(s) used by the UE (e.g. packet loss resilience)

· the UE's consumption of radio resources, which  depend on the on-going service type and channel conditions

· availability of resources to maintain the UE's QoS in the serving cell

It therefore seems that knowledge of consumed PLMN resources in neighbour eNBs have a relatively limited use in the intra-frequency case. Two ways to use of this information seems however to be:

· to select between UEs that are in similar radio conditions and eligible candidates for load balancing (due to service, channel condition, ...). 
· in case of multiple eligible target cells for a UE served by a given PLMN, select the target cell with the lowest load for this PLMN.
In the above cases knowing the load of the offload candidate cells per PLMN may help to avoid pushing a UE to an overbooked PLMN where another UE in similar conditions could have been pushed to a non overbooked PLMN. However because the cases are not explicitly described in the TR, we believe RAN3 should analyze cost vs. benefit before any additional standardization.
Proposal 1: RAN3 to confirm the above use cases for PLMN load information exchanged on X2, and the relevance of the use cases. 
Furthermore, if PLMN load information is intended to be used to select between multiple candidate target cells in case of handovers triggered for load balancing, should the standard also support such information to be used in case of handovers triggered by radio reason (including time-critical handovers)? In that case we would expect impact on MRO.
Proposal 2: RAN3 to discuss whether PLMN load information should be used to select between candidate target cells for handovers triggered by radio reason, and whether MRO should be enhanced for this purpose. 
Inter-frequency:

In the inter-frequency case where coverage is entirely ensured by each of multiple carriers, radio condition will not be a criterion for UE selection, and hence in principle all connected and idle mode UEs are potential candidates for load balancing. Both RAN sharing and non-RAN sharing macro networks using multiple carriers will also typically apply operator defined strategies for distribution of the traffic between the carriers. We expect that such traffic distribution in most cases is achieved either using idle mode mobility or intra-eNB handovers in connected mode, and hence inter-eNB handovers will not be used for load balancing.
Observation 3: It seems reasonable to assume that inter-eNB handovers are not used for load balancing in the inter-frequency case where coverage is entirely ensured by each of several transmitting carriers.

However in some topologies, like in hetnets, one could in principle imagine use-cases for inter-frequency inter-eNB load balancing actions based on PLMN load criteria, e.g. to determine whether to trigger load balancing between macro cell and small cell. One example is a UE served by a 700 MHz macro-cell, and whether it should be handed over to an uncongested small cell operating at 2.6 GHz, but where the PLMN serving the UE already exceeds its quota. In our view, it seems relatively unlikely in real life scenarios that PLMN load distribution will differ so much between a wide-coverage cell and a small cell that UEs within the range of the small cell should still be kept on the wide-coverage cell.
Proposal 3: RAN3 to discuss whether there are cases where inter-frequency inter-eNB handovers represent any relevant scenario for load balancing based on PLMN load information.
MLB3: send the quota [sharing agreement] as well?

As discussed under MLB1, sharing agreements for all cases A, B and C may use resource allocation quotas. Furthermore, case B is a variant of case A where the RAN sharing agreement has been made for "a specified period of time and/or specific cells". So for this case the agreements will include time/cell information in association with the quota information. 

For case A and C the quota information is clearly suitable for OAM configuration. Also the additional time/cell information for case B will be static. It is in our view questionable whether any of the RAN sharing agreement information should be sent over interfaces under RAN3 responsibility, and would like to propose that OAM is used for such purpose.

Proposal 4: RAN sharing agreement information for case A, B and C to be provided by O&M, and doesn't need to be sent over interfaces under RAN3 responsibility.

MLB2: all load information or only available capacity?

MLB4: report in one message or multiple messages?

MLB5: plmn in the request?

MLB 6: new event triggered? 

MLB 7: for Case c (described in the TR), no need to enhance the RSR (resource status reporting)?

The the open points MLB 2, 4, 5, 6 and 7 depend on RAN3's answers to proposals 1, 2 and 3 relative to e.g. cost/benefit of enhancing the Resource Status Reporting procedures to support load information per PLMN. 
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Conclusion
We have provided the following observations relative to open points for load balancing captured at RAN3#85bis.
For intra-frequency load balancing:

Observation 1: Case A and B allows for the existence of a shared resource pool, and it seems reasonable to assume that the shared pool may be used by all participating operators.

Observation 2: Cases A, B and C (as clarified in the TR) all enable PLMN resource limitation where a common scheduler may be used, and where efficient use of the radio resources remains the primary goal.

It seems useful that RAN3 confirms the exact use of any PLMN load information transferred on the X2 interface in the case of intra-frequency load balancing:

Proposal 1: RAN3 to confirm the above use cases for PLMN load information exchanged on X2, and the relevance of the use cases. 

For inter-frequency load balancing, the following is observed and proposed:

Observation 3: It seems reasonable to assume that inter-eNB handovers are not used for load balancing in the inter-frequency case where coverage is entirely ensured by each of several transmitting carriers.

Proposal 3: RAN3 to discuss whether there are cases where inter-frequency inter-eNB handovers represent any relevant scenario for load balancing based on PLMN load information.

Concerning the open point MLB 3, the following is proposed:

Proposal 4: RAN sharing agreement information for case A, B and C to be provided by O&M, and doesn't need to be sent over interfaces under RAN3 responsibility.

The open points MLB 2, 4, 5, 6 and 7 depend on RAN3's answers to proposals 1, 2 and 3 relative to e.g. cost/benefit of enhancing the Resource Status Reporting procedures to support load information per PLMN. 
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Note: 	Load balancing capabilities are expected to take into account the allocation of resources to each Participating Operator and the load level for each Participating Operator to the extent possible, so that the principal objective to maximize throughput is not impacted.











Case C)	first UE come first UE served allocation, namely an equal access by sharing operators to available resources in the cell.


-	per PLMN resource limitation, taking place when the cell reaches an overloaded status, may be enforced.
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