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Abstract of the contribution: There are deployment scenarios where operators providing MBMS over LTE may need to broadcast services via networks that have a mix of IPv4 and IPv6 eNBs and/or backhauls. For such scenarios, the MBMS GW will provide both IPv4 and IPv6 MBMS IP Multicast Distribution Addresses to the MME. Moreover, M3 interface and M1 interface may use different IP address types, and this implies that MCE or eNB will decide the UP address type.
Introduction

SA2 has decided that the MME may provide the RAN with two IP multicast addresses of different types in which case the MCE (or eNB) will select which suitable address type to use.

SA2 ask CT4 and RAN3 in [1] to implement corresponding CRs and RAN3 to decide which of MCE or eNB should make the final selection:

SA2 has agreed that the decision of the IP version type to be used in the user plane is taken by the RAN (MCE or eNB) but SA2 leaves to RAN3 the responsibility of determining whether the decision should be taken by the MCE or by the eNB.
SA2 also insist to have the CRs agreed this quarter:
Corresponding stage 3 implementations are expected to be completed in CT4 and RAN3 by the same SA/RAN plenary. 

This paper provides the necessary RAN3 CRs and a response to SA2.
Discussion
In existing specifications, it is assumed that the eNBs and the transport network between the EPC (MBMS-GW, MME) and the RAN (MCE, eNB) are using the same IP type (IPv4 or IPv6).

When there is a mix of IPv4 and IPv6 eNBs, there is a need for the MBMS-GW to send the MBMS data related to an MBMS Session using both IPv4 and IPv6 Multicast. The MBMS data is sent to the first IP Multicast router. The path to each eNB is built from the eNB up to the first IP Multicast router via IGMPv3 protocol for IPv4 (see IETF RFC 3376) or via MLDv2 protocol for IPv6 (see IETF RFC 3810). These protocols allow the destination to request IP Multicast traffic only from specific source addresses (i.e. the MBMS-GW), as required to support Source-Specific Multicast [RFC3569].
Moreover, as the MBMS-GW does not know the eNBs, it needs to provide the MME with both IPv4 and IPv6 MBMS IP Multicast Distribution Addresses (together with the IP address of the multicast source).  
Even when all the eNBs are of the same IP type (i.e. S1 and X2 interfaces) e.g. IPv6, a scenario where the Transport Network is IPv4 must be considered. In the field, it is the case for the last mile transport with lines leased to third party transport network operators. 

In such case, it is possible to tunnel the IPv6 signalling between eNB/MCE and MME (M3 interface) over an IPv4 transport network. But unfortunately, it is not possible to tunnel IP Multicast traffic. This means that the MBMS-GW will have to act as if there were a mix of IPv4 and IPv6 eNBs. 
Conclusion 1: MBMS-GW has been enhanced to provide the MME with both IPv4 and IPv6 MBMS IP Multicast Distribution Addresses (together with the IP address of the multicast source)
This also means that the signalling flow can be IPv6 while the user plane MBMS data flow can be IPv4, and thus the MME cannot derive the user plane address type just by looking at the signalling flow address type. 
The solution consisting in configuring the MME with the signalling IP address type and the user plane IP address type for MBMS for each eNB or HeNB would be very fastidious as there can be thousands nodes and many different third party last mile lines. 
This is why SA2 has decided to leave the final decision of the MBMS user plane IP type to the RAN (MCE or eNB). The MME sends both IPv4 and IPv6 MBMS IP Multicast Distribution Addresses (source and destination addresses). Decision by the MCE or by the eNB makes no difference for the MME

Conclusion 2: MME has been enhanced to provide the RAN with both IPv4 and IPv6 MBMS IP Multicast Distribution Addresses (together with the IP address of the multicast source). It is RAN3 responsibility to decide whether MCE or eNB should determine the IP type to be used for MBMS data.

In the centralized architecture the MCE may be in a position to select the IP version of the multicast destination address when the same IP version for the transport backhaul is shared by all eNBs pertaining to a given MCE so the MCE will always select the same IP version. However if the eNBs connected to an MCE support different IP versions, it could be too cumbersome to configure the MCE with the IP version supported by each eNB it connects to. So in that second case the MCE should simply transfer the two IP multicast addresses it has received down to the eNB and the eNB will select the right IP Multicast to join.
Conclusion 3: it is proposed that RAN3 concludes that the MCE should either select the IP Multicast address to be sent to the eNB or send them both to the eNB.
Proposal
This paper has presented the background for SA2 decision to transfer down to the RAN two IP multicast destination addresses in release 13 for selection in the RAN.

SA2 ask RAN3 in [1] whether MCE or eNB should make the final decision in the RAN of the selected IP version. We propose, in order to be flexible and match any deployment scenario, that either the MCE selects the IP Multicast address to be sent to the eNB or the MCE sends the two addresses to the eNB.

The corresponding RAN3 CRs have been provided by the co-sourcing companies in [2, 3, 4]. The response LS to SA2 is in [5].
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