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Introduction
Small cells, either deployed by operators or by cellular users, are currently seen as the new communication paradigm for the ever-increasing wireless traffic demands. Being pervasive by nature, their proximity to the subscriber opens a new world of possibilities for the development of applications. Among them, cloud computing services demanded by smartphones could be moved from large server farms to LTE SCeNBs (Small Cell evolved Node B), provided that these are equipped with computational and storage resources, thus improving user experience on latency and download/upload speed.

In addition, the proximity of the wireless user to the computing resources enables the offload of application execution from the smart phone to the cloud-enabled small base station.

A number of combined radio-cloud constraints and a number of radio technology enablers were identified during the work of the EC FP7 project TROPIC. In this document we will address only the cloud-related aspects studied in the project.

In this contribution we propose changes to the legacy LTE system architecture, as detailed in 3GPP 36.300 ‎[1], for supporting the execution of UE applications by an eNB. 
A similar contribution has been presented to SA2 meeting in Nov. 2014.

TROPIC architecture

While a traditional cloud approach uses computing and memory resources placed OUTSIDE the Radio Access Network (RAN) and Core Network, TROPIC uses resources placed on Small LTE Base Stations, referred to as Small Cell eNB cloud enabled (SCeNBce).

In addition to the legacy LTE entities, TROPIC adds:

· A Small Cloud Manager (SCM) which can be deployed as a stand-alone entity or as a functional module in an eNB;

· An off-loading decision module optimally placed in the radio serving eNB (base station) or within the UE;

· Virtual computing machines, placed on SCeNBce.

The following figure is an example of such cloud deployment.
RAN part includes the SCeNB (regular Small Cell eNB), the Service GW (SGW), a mobility anchor, and the MME (Mobility Management Entity) which commands the SGW. An eNB communicates with the MME over the S1-MME control interface using SCTP and with the S-GW over the S1-U interface, on which the user data is encapsulated over GTP.

In case of radio handover, S-GW transfers the user traffic from the old serving eNB to the new serving eNB. An UE is identified by the serving eNB based on the RNTI (Radio Network Temporary Identifier), and not by the UE IP address.

In Fig. 1 are shown two types of base stations:

-
SCeNBce, including hardware to support the cloud operation, such as extended memory and computing capabilities, considered in continuation partitioned into Virtual Machines.

-
SCeNB, a regular small cell base station; a UE served by such a base station can use the computing capability of an SCeNBce.
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Fig. 1  Example of TROPIC System Architecture
The cloud-related management / control modules are:

-
SCM, Small Cell Manager, which can be as shown in Fig. 1, part of the Operator RAN infrastructure, monitoring and optimizing the system operation.

-
SCM-BS, gathering information related to radio environment (UE, multi-cell) and backhaul parameters (latency, jitter, etc.) between the radio serving eNB and the SCeNBce and hosting the application offload decision. In case that SCM-BS is installed on a SCeNBce, it can include also the interaction with the Hypervisor of the Virtual Machines operating on the eNB platform.

-
SCM-UE, gathering the status of the UE battery, QoE (quality of experience) for the offloaded applications and communicating with SCM-BS and with the SCM.

In other deployment examples, SCM can be hosted by the SCeNBce and interact with other SCM modules in vicinity.

Z-protocol is the new interface proposed by us and supporting this cloud approach, allowing the communication between the different components in the cloud system, on a user data plane and on a control plane.
The information provided by the RRM module in eNB can be used by different algorithms taking the offloading decision.

Communication paths for offloaded applications

For generality, let’s consider that the UE which has offloaded an application is radio-served by a SCeNB with no computing capabilities. The execution of the application is offloaded to a SCeNBce which has no radio connectivity with the UE. Note that the approach presented below is applicable for any type of cellular base stations or RNC, as well as for Access Points using wireless technologies or by network elements, such as Routers.
For exchanging user data, the application on the UE has to receive/transmit traffic from/to another eNB, i.e. to communicate with an entity within RAN based on the IP Address on that entity. This implies that not all the UE traffic is encapsulated on the existing bearers. Depending on the application status (offloaded or not) some of the traffic is diverted within RAN.

Observation 1: For application offloading within RAN, is needed an application-aware data routing approach, at both eNB and the S-GW controlled by MME.

Observation 2: The application-aware data routing may target an entity placed in RAN but not related to the radio serving eNB.

Given that within RAN the UE is not identified based on its IP address, and both on data plane and control plane of non-radio protocols is needed the communication with some entities not belonging to the radio network, it may be needed a differentiation between the UE traffic within the RAN and the traffic to/from S-GW.
Observation 3: May be needed a differentiation between the UE traffic within RAN and outside RAN.

New data and control paths 

As explain before, the executing virtual machine becomes the central point of user traffic for an offloaded application within RAN.

Fig. 2 illustrates the new data paths.
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Fig. 2  New data paths 
As discussed above, the eNB or the platform where the VM running the application is placed become the central point of processing user data. The VM communicates on one side with the S-GW, using the protocol interface Z-BS-D, and on the other side with the application on UE using the protocol interface Z-UE-D. This last communication channel goes through the radio serving base station; its IP address and the UE S-TMSI (Temporary Mobile Subscriber Identity including the MME Code) shall be known by the Virtual Machine on which the application is running. When the UE is identified by its IP address and/or Ethernet address, these can be also used as identifier.
For the control plane, the SCM becomes the central point of communication with the control module in UE (SCM-UE) and the control module in eNB (SCM-BS). The respective protocol interfaces are named Z-UE-C and Z-BS-C.

Based on this new architecture, it results that the radio serving data path and the application serving data path are on different segments and they should be treated separately.

· Proposal 1: It is needed the disconnection between data path and radio-serving path;

· Proposal 2: It is needed an application-aware routing of user traffic by S/P GW and by the radio serving eNB.
· Proposal 3: The computing VM shall know the IP address of the radio serving eNB and the UE identifier (for example IP Address, S-TMSI).
For the control plane, the SCM becomes the central point of communication with the control module in UE (SCM-UE) and the control module in eNB (SCM-BS). The respective protocol interfaces are named Z-UE-C and Z-BS-C.
The resulting communication paths are presented in Fig. 3.
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Fig. 3 New control paths 

Mobility aspects

Mobile users can change their serving eNB during movement or for achieving load balancing. While in the traditional cloud concept the user handover from eNB to eNB is transparent to the cloud server, this is not the case when the application is executed in an eNB, because the MME will command the S-GW to direct the user traffic to the radio serving eNB.

While for the existing architecture the S-GW will direct the traffic to the new radio serving eNB, for the offloaded applications may be preferable to continue the execution on the already allocated Virtual Machines. On one side, this puts a new requirement on the MME on being application and computing platform aware and on the other side the computing platform needs to be aware of the IP address of the new radio-serving eNB.

 Proposal 4: In case of handover, the computing platform shall know the IP address of the new radio serving eNB.

Multiple applications
Given that not all the applications will be offloaded, a different treatment of user data shall be in place for offloaded and not-offloaded applications, such that the data of non-offloaded applications will be sent as before to the S/P GW, while the data for offloaded applications will go to the Virtual Machine.

Proposal 5: The base station should be able to differentiate between the RAN-internal applications and those going to the general Internet network through S/P GW.

Conclusions
Following the above functional analysis, we suggest that RAN3 will study the following aspects related to offloading of the UE application execution within RAN:
· Proposal 1: It is needed the disconnection between data path and radio-serving path;

· Proposal 2: It is needed an application-aware routing of user traffic by S/P GW and by the radio serving eNB.
· Proposal 3: The computing VM shall know the IP address of the radio serving eNB and the UE identifier (for example S-TMSI, IP Address, Ethernet Address).
· Proposal 4: In case of handover, the computing platform shall know the IP address of the new radio serving eNB.
· Proposal 5: The base station should be able to differentiate between the RAN-internal applications and those going to the general Internet network through S/P GW.
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