Page 4
Draft prETS 300 ???: Month YYYY


3GPP TSG RAN WG3 Meeting #87

R3-150106
Athens, Greece, 9 – 13 February 2015
Source:
QUALCOMM Incorporated

Title:
Impacts of RAN sharing on overload procedure
Agenda item:

13.1
Document for:
Discussion
1
Introduction
One of the objectives of the WI on “RAN Aspects of RAN Sharing Enhancements for LTE” [1] is stated as:

· 
Enhance relevant S1 overload procedure(s)


The context for this objective is provided in the justification

In case of GateWay Core Network (GWCN), CN overload can result in a situation where an overloaded PLMN starves another PLMN, thus leading to unfairness. The existing Overload Start/Stop mechanisms are the most suitable baseline to support RAN and CN sharing scenarios. The procedures may need to be enhanced to fully support the reuse of GUMMEI List.

Whilst the direct scope of this objective is narrow, in the meantime some contributions [2,3] have pointed out an additional aspect – specifically that the eNB might not be in a position to identify the serving GUMMEI, and so decide whether to take overload action (reject RRC connection request). Another contribution [4] has argued that this additional aspect is not valid.

The purpose of this contribution is to analyse this point and evaluate whether there is in fact any need to enhance specifications. In addition, overall proposals for this WI objective are then given.
2. 
RRC Rejection issue

2.1
Description and review of contributions

The basic issue is described in [2]. In this document, it is pointed out that 

It is not possible to take an Overload Action on the basis of the selected PLMN ID signalled by the UE because the Selected PLMN ID is signalled in the RRCConnectionSetupComplete, which occurs after successful RRCConnectionRequest.

The same paper then proposes two alternatives: (i) to add the selected PLMN to the RRCConnectionRequest message in RRC; or (ii) to execute the PLMN based overload action according to S-TMSI in the RRCConnectionRequest message.

It also proposes a possible scenario for analysis where the eNB does not support the PLMN that the UE last attached to. For now we will ignore this, since in this case by definition the UE is in a new TA, and so should not be sending the S-TMSI in the RRCConnectionRequest message.

In [3], it is also stated that “it is not possible to take an Overload Action on the basis of the selected PLMN ID signalled by the UE because the Selected PLMN ID is signalled in the RRCConnectionSetupComplete”. The paper goes on to note that an RRC rejection could be based on S-TMSI (same as (ii) above), but only if the MMEC is an unambiguous indicator of the registered MME. For this to be the case, it is suggested that the MMECs in the shared area need to be unique. It is also noted that this condition is also necessary for unambiguous paging, and that this is already captured in TS 23.003.

Finally, [4] makes the argument that the eNB can instead use RRC release procedure to reject the access to the overloaded PLMN (after receiving additional information in the RRCSetupComplete message, and initial completion of the RRC Setup).

2.2
Can the eNB always “reject”?

As pointed out in [4], the issue raised is mainly based on the assumption that the overload action equates to a rejection of the RRC request in the RRC protocol. So it is useful to discuss whether this is correct regardless of RAN sharing.

Consideration of the procedural text in TS 36.413 does show that the word “reject” is used, but mainly when describing some overload action code points. In fact, the code points are directly copied from original text in TS 23.401. However both the general description and the main eNB action statement talk of “reducing the signalling traffic towards the MME”. So there is a strong hint that the standard does not mandate RRC rejection as such.

Is it always possible for the eNB to apply rejections? One important use case is as follows:
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Other use cases can be constructed where the UE either does not have an S-TMSI, or is mandated not to send it in the RRCConnectionRequest message. Of course the specific design of the overload handling in the eNB is implementation specific, but it seems clear from above that it is already possible (and needed in some cases) to wait until after reception of the RRCConnectionSetupComplete message before releasing the RRC connection without sending any signalling to the MME.

Observation 1: Even in non-RAN sharing scenarios, it is not always possible to decide on overload action after reception of the RRCConnectionRequest message; the eNB may need to allow RRC Setup to continue and then release.

2.3
Overload in GWCN Scenarios

In GWCN [5], the eNB has an S1 to an MME which is shared (serves multiple PLMNs). This is the scenario that requires the signalling of a GUMMEI list within the OVERLOAD START message. However it is useful to consider the structure of the GUMMEIs that the MME can declare during the S1 Setup procedure. The relevant ASN is shown below:
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For any given RAT, the ServedGUMMEIsItem contains three lists (PLMNs, MMECs and MMEGIs). The understanding is that all combinations of values in each of these three lists constitutes a valid GUMMEI for the MME. Therefore, it is clearly not possible to distinguish between different PLMNs on the basis of MMEC, since a MMEC valid for PLMN X must also be valid for PLMN Y.

In short, in GWCN it is not possible anyway to make use of S-TMSI to decide on an overload action which is GUMMEI or PLMN specific – which is exactly the core objective of the WI. 

Observation 2: In the GWCN scenario, if the overload action is GUMMEI-specific, it is not possible to decide on overload action after reception of the RRCConnectionRequest message because the MMEC is (by definition) not unique.

2.4
Overload in MOCN or pool overlap area

These scenarios have been discussed in [3]. 

Generally, it is obviously possible to have the same MMEC for two MMEs in different pools, particularly since the MMEC code space is not overly large. However, if the pools overlap, then MMEC is not unique from an eNB perspective. Now we have already seen above that for some cases (e.g. TAU on moving to this overlap area), the S-TMSI is not provided, and so the eNB needs to wait for the RRCConnectionSetupComplete message. 

The situation is very similar in the RAN sharing MOCN case, if two MMEs of different PLMNs are assigned the same MMEC. In both cases, the eNB is aware of the ambiguity, and so can decide how to handle.

Observation 3: For both MOCN and pool overlap scenarios, the eNB knows whether there is potential MMEC ambiguity, and could therefore use the same strategy as if the S-TMSI was not provided.

As pointed out in [3], this ambiguity may also impact the paging process. For this reason, MMEC coordination is required in both scenarios. This is already captured in TS 23.003, clause 2.8.1, specifically in connection with paging. From this we can conclude that the ambiguity issue is already covered.

Observation 4: S-TMSI ambiguity resolution (by configuration) is already covered in TS 23.003, and (if followed) reduces the number of cases when the eNB must wait for the RRC Setup to be completed.
2.5
Proposed Way Forward for Rejection Issue

From above, we see that MMEC coordination does not solve the GWCN case, and that in addition there are cases where the eNB must wait till completion of RRC Setup. Therefore, although MMEC coordination is useful, it cannot be a general solution for network sharing, and it cannot ensure that “early rejection” is possible in all cases. 

The other solution proposed in [2] (adding the selected PLMN to the RRCConnectionRequest message) may work in GWCN scenarios, since the eNB would be able to differentiate the GUMMEI to be accessed based on PLMN and MMEC. However it cannot address by itself all the other cases (e.g. MMEC ambiguity, no S-TMSI).

Even if you combine both solutions, there are still use cases as described above (no S-TMSI) where the eNB must wait. Since one solution impacts a critical RRC message (RRCConnectionRequest), it seems that the overall pain-gain trade-off does not warrant further action.

Proposal 1: Agree that the GWCN case is just one more case where the eNB needs to wait till completion of RRC Setup, and no specification work is needed to support this.

Proposal 2: Agree that MMEC coordination is useful, and discuss whether it needs to be captured in RAN specifications given that it is not essential for overload handling. 
3.
Consecutive overload messages

This issue was raised during the SI phase. It concerns the procedural text that deals with new overload messages received when overload actions are already under way.

A general point to be made is that this issue already exists, and could be seen as a correction. As soon as the GUMMEI List IE is added to the overload message, the eNB has the problem of deciding how the ongoing action is affected. Two options appear to be possible:

1. The ongoing action (for the given MME) is fully replaced by the new action received. 

2. The ongoing action is tagged “per GUMMEI”, and is only replaced if the same GUMMEI is included in the new received message.

The first option could work if the MME itself ensures that each message sent covers all actions required. In this case the procedural text could probably remain unchanged. But since only one type of action can be defined per GUMMEI, this results in a limitation – at any time, all ongoing actions for different GUMMEI in the same MME must be the same. So, if this is acceptable, nothing needs to be done.

If this is not acceptable, but we wish to remain with a “full replacement” text, then we would need to add new IEs with actions per GUMMEI, and also traffic reduction parameters per GUMMEI. This would be the cleanest solution if we were in release 8, but it would severely impact the message structure and procedural text. For example, one could add a new IE consisting of a sequence of GUMMEI ID, action and reduction parameter, such that other IEs would be ignored when this IE is present.

The second option has been discussed before, and requires procedural text changes. The main problem here is the possible mix of past/current messages with and without the GUMMEI List IE, and the fact that there could be multiple ongoing actions related to the same S1 connection. An example of such a change is given below:
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Proposal 3: Discuss and decide whether the spec should support different ongoing actions for different GUMMEI, and if so, whether to do this via multiple actions in a single message, or via multiple separate messages (requiring changes in the message/action replacement text).

A related problem can be seen in the text of OVERLOAD STOP, as shown below
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In fact the text is already slightly contradictory, since, according to the second sentence, it is clearly possible to only stop actions affecting certain traffic types; whereas the first sentence states that normal operation resumes on receipt of this message.

Since this is already the case, and no new factors arise from GWCN RAN sharing, it may be possible to leave the text as it is. Alternatively, the text could be made more consistent, e.g. by adding “If the GUMMEI List IE is not present” at the start of the first paragraph.

Proposal 4: Discuss whether the OVERLOAD STOP text needs to be improved.

4.
Conclusions

This contribution has analysed two issues related to handling of overload in GWCN scenarios. The following proposals are made:

Proposal 1: Agree that the GWCN case is just one more case where the eNB needs to wait till completion of RRC Setup, and no specification work is needed to support this.

Proposal 2: Agree that MMEC coordination is useful, and discuss whether it needs to be captured in RAN specifications given that it is not essential for overload handling. 

Proposal 3: Discuss and decide whether the spec should support different ongoing actions for different GUMMEI, and if so, whether to do this via multiple actions in a single message, or via multiple separate messages (requiring changes in the message/action replacement text).

Proposal 4: Discuss whether the OVERLOAD STOP text needs to be improved.

5. 
References

[1] RP-141671, “RAN Aspects of RAN Sharing Enhancements for LTE”, September 2014

[2] R3-142859, “Issue for PLMN based overload action”, Samsung, RAN3#86, November 2014.

[3] R3-142911, “RRC Reject Overload Actions in RAN Sharing”, Ericsson, RAN3#86, November 2014.

[4] R3-142960, “Response to R3-142911 R3-142859”, Huawei, RAN3#86, November 2014.

[5] TS 23.251, “Network Sharing; Architecture and functional description”

UE has just detected that it is camping in a new cell belonging to a TA, which is not in its current list. 


Therefore UE needs to perform a TAU, and initially sends an RRCConnectionRequest message including a random value. 


The eNB receiving this message obviously cannot decide whether to apply overload actions, and must wait until it receives the selected PLMN and/or GUMMEI in the RRCConnectionSetupComplete message. 


Note that the eNB still needs to do some analysis since it is possible that the UE is still in the same pool (MME with matching GUMMEI is known to the eNB), or not (eNB can select a new MME avoiding overload actions).





ServedGUMMEIs ::= SEQUENCE (SIZE (1.. maxnoofRATs)) OF ServedGUMMEIsItem





ServedGUMMEIsItem ::= SEQUENCE {


	servedPLMNs				ServedPLMNs,


	servedGroupIDs			ServedGroupIDs,


	servedMMECs				ServedMMECs,


	iE-Extensions			ProtocolExtensionContainer { {ServedGUMMEIsItem-ExtIEs} }	OPTIONAL,


	...


}





ServedGUMMEIsItem-ExtIEs S1AP-PROTOCOL-EXTENSION ::= {


	...


}





ServedGroupIDs ::= SEQUENCE (SIZE(1.. maxnoofGroupIDs)) OF MME-Group-ID


ServedMMECs ::= SEQUENCE (SIZE(1.. maxnoofMMECs)) OF MME-Code


ServedPLMNs ::= SEQUENCE (SIZE(1.. maxnoofPLMNsPerMME)) OF PLMNidentity





If the GUMMEI List IE is present, the eNB shall, if supported, use this information to identify to which traffic the above defined rejections shall be applied.


If one or morean overload actions areis ongoing and the eNB receives a further OVERLOAD START message without the GUMMEI List IE, the eNB shall stop all replace the oongoing overload actions, and apply the  with the newly requested one to all traffic.


If one or more overload actions are ongoing and the eNB receives a further OVERLOAD START message which includes the GUMMEI List IE, the eNB shall replace ongoing actions which are related to any GUMMEI in this IE with the newly requested action.








The eNB receiving the OVERLOAD STOP message shall assume that the overload situation at the MME from which it receives the message has ended and shall resume normal operation towards this MME.


If the GUMMEI List IE is present, the eNB shall, if supported, use this information to identify which traffic to cease rejecting. If no particular overload action is ongoing for a particular GUMMEI value, the eNB shall ignore this value.








