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Discussion
1 Introduction
During the RAN3 meeting #85bis the work on the RAN sharing enhancements started. One of the objectives, according to the WID [1] is enhancing the load information so that neighbours have additional input to the load balancing decision logic. This is considered for two main scenarios:
· Cases (a) and (b):

each cell has fixed pool of resources (“quota”) allocated per PLMN;

· Case (c): 

each cell manages physical resources uniformly and independently from the PLMN association (“first in, first served” principle)

During RAN3#85bis, it was agreed to address all 3 cases. It was also agreed that possible changes may concern only load information exchange – other building blocks of the MLB, like the Mobility Setting Change procedure, should not be touched.

In this paper we analyse the consequences of these decisions and make proposal for actual enhancement.

This paper is a slightly extended version of the paper submitted to RAN3 #86 meeting [2].
2 Discussion

Fixed resource pools mean that each PLMN is associated with a given amount of physical resources, e.g. PRBs (Physical Resource Blocks), managed separately, with their own policies. This means furthermore, that resource management and scheduling within a pool must be done independently from other pools – each pool has its own virtual scheduler. 
This has implications in the concept of congestion and thus of MLB: if the split is at the scheduling level, each pool of resources can be congested independently. A solution of such a congestion at single pool means the scheduler of PLMN A cannot utilize resources of operator B in the same cell but rather must ask scheduler A in a neighbour cell for CAC (Composite Available Capacity). However, that also means that cell borders for UEs of operator A must be adapted, while not for UEs of operator B, which does not experience congestion. Without the ability to resolve congestion at PLMN level with MSC (Mobility Settings Change) per PLMN there will be no MLB for fixed resource quotas.
Observation 1: In case of fixed quotas, MLB must be done per quota (per PLMN) and therefore all the MLB mechanisms must be enhanced to recognize PLMNs. In particular, this affects CAC and MSC procedures.
The above consideration shows how limiting would be to assume that each operator has a fixed physical resource quota that is scheduled independently. However, considering physical cell resources as a single pool does not mean operators may not have sharing agreements at all. It just means the agreement cannot define fixed resource pool per cell. However, a general agreement for RAN sharing that applies to a broader area may still be executed above scheduling. 
For example, if a cell gets congested, it may first try to execute MLB. It is executed based on radio reasons – the LB HO is commanded to UEs that are the most appropriate from the radio perspective, not those that are associated with the exceeding PLMN. The information that a cell need in this case is overall CAC in the neighbour – there is no need to consider CAC per PLMN, because PLMN is not considered to resolve congestion. Of course, MSC does not need to consider PLMN either. If the neighbours have low CAC, the congested cell may start downgrading throughput for non-GBR UEs so that overall throughput in the cell corresponds to the agreed shares (which means that the QoS of a non-GBR UE will depend on the PLMN it is associated with). It may also apply selective admission control for GBR traffic, if the throughput cannot be downgraded any further. 
Observation 2: Single-pool resource management and scheduling does not require any enhancements in the MLB mechanism: both, CAC and MSC procedure will be used per cell anyway.

Proposal 1: Since common resource management does not prevent operators to execute RAN sharing agreements, while it enables flexible scheduling implementation, it is proposed to agree that only common resource management is considered for future work.

In order to help a cell to decide if it prefers to use the offered CAC or to perform overload resolution internally, information on quota usage at neighbour would be helpful. The information on sharing agreements may be exchanged, but it is very unlikely that the agreement would be different in different cells. More likely is a case where the sharing agreement is known (configured) in the network. In this case the only missing information is the load situation at a neighbour cell. For the purpose the best indicator is the resource allocation status: it offers information on PRB allocation per GBR, non-GBR and total. This can easily be calculated per PLMN, irrespectively from the schedulers’ implementation. And combined with the known sharing agreement and overall CAC will help neighbour to decide on the best way to resolve congestion.
It may also be assumed that sharing agreements are purely business information (e.g. the agreed shares are not exceeded because of possible penalty payments and therefore the offered load is limited by the admission policies and core network. In this case the information on sharing agreement is completely irrelevant for RRM mechanisms. What needs to be known though is the actual usage of the resources per PLMN.

Proposal 2: It is proposed to assume that the sharing agreement information is either known in the shared area or not relevant for RRM.

Proposal 3: It is proposed to enhance the resource allocation information so that PRB allocation per PLMN is enabled.
One aspect that may be noted here is that reporting PRBs usage does not prevent the neighbour to assess the load situation: the usage is still split into GBR, non-GBR and total PRB usage. Since the RRM is common (there is no reason to treat non-GBR traffic from operator A differently than from the same traffic of operator B), the “squeezing potential” that is manifested by the ratio of the Composite Available Capacity to the cell common non-GBR PRB allocation can be assumed shared proportionally among all the sharing operators.
For example, if the cell has 20 PRB allocated to GBR traffic (10 PRB for operator A and 10 for B) and remaining 30 PRB for non-GBR traffic (8 for A and 22 for B), and if the cell manifests CAC representing 15 PRB, i.e. 50% of the allocated non-GBR traffic, it can be assumed that this 50% will affect proportionally each of the operators (i.e. the non-GBR traffic may be reduced by 4 PRB for operator A and 11 for B). Of course, this assumes uniform distribution of users and traffic among operators, but considering that RRM is anyway common and thus the per-PLMN CAC is not used for MLB purposes anyway, this is a good enough estimation.

Observation 3: If per-PLMN CAC is needed e.g. for statistical monitoring, it can be estimated using the existing signalling and per-PLMN PRB allocation information.
3 Conclusions
In this paper, we have analysed the two possible cases: executing sharing agreement at physical layer in the form of fixed resource quotas and at higher layers, while physical resources are managed and scheduled per cell. We’ve shown that the former requires changes in the MSC procedure, which is assumed to be out of scope of the WI. Also, we’ve shown the latter option does not preclude implementing sharing agreements, because UEs may still be treated differently – it assumes only that the resources are managed commonly. Finally, we propose to enhance the load information so that the resource management may be better aware of the situation in the neighbour cells.

This is summarised in the three proposals:

1) Since common resource management does not prevent operators to execute RAN sharing agreements, while it enables flexible scheduling implementation, it is proposed to agree that only common resource management is considered for future work.
2) It is proposed to assume that the sharing agreement information is either known in the shared area or not relevant for RRM.
3) It is proposed to enhance the resource allocation information so that PRB allocation per PLMN is enabled.
The 3rd proposal is implemented in the CRs provided to this meeting [ 3, 4].
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