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Discussion
1 Introduction
The discussion on the AAS reconfiguration notification has been split into two threads: intra-LTE and inter-RAT. This paper addresses the intra-LTE scenario. 
At RAN3 #86, the discussion did not progress much. The need for the notification for MRO purposes has not been questioned. It was not sure though, if connection failure avoidance required any new signalling. Also, the impact of reusing PCI has not been evaluated. In this paper we address the latter issue, we discuss once again the situation with incoming HOs and finally we propose a complete notification mechanism.

In the yet earlier discussions it has been emphasized that any deployment change, if it affects cell “footprint” (i.e. may amend neighbour relation), must be authorized by OAM. The assumption that OAM shall control the reconfiguration allows for various practical interpretations. This may be a subject for discussion, however, the simplest approach is that OAM configures a set of deployment states and the eNB may, when needed, decide to switch between them. Such switching between predefined configurations may also be commanded from OAM.
2 Discussion

2.1 Impact on other procedures
One procedure, where only PCI may be used is MRO and RLF Reporting from the UE. In the RLF report, in the failedCellID, the UE may include PCI only of the last served cell (or HO target). Therefore, if the cell is reconfigured, but the PCI is maintained, the MRO analysis may yield wrong results. 

The failedCellID is relevant in case of RLF and used to send the RLF INDICATION to the right eNB. However, the eNB receiving the RLF INDICATION with the RLF Report is the one where the reconfiguration took place. In case the report comes from R11 UE or newer, the time since failure, which is also reported, may be used to verify if the problem concerns the cell before or after reconfiguration. In case the UE is pre-R11, some reports may be neglected – this will affect limited number of UEs (only pre-R11 that report cell that could be reconfigured).

If the problem is HOF, the UE reports this to a neighbor, which is likely to know about what time the reconfiguration too place (it can be assumed it was notified). Therefore, similarly, it can compare it to the reported the time since failure to understand the situation. And similarly as in case of RLF, it may neglect some reports, if they are unsure, which should not affect greatly MRO performance.

Another procedure where PCI is important part is ANR and PCI allocation. So far, it has been assumed all cells are active. Dynamic deployments controlled from OAM assume that some configurations, identified as separate cells, are not active at the X2 setup. Moreover, it is assumed some combinations can not be active together. However, if the states are known in advance, but just not active, it is natural that eNBs shall be allowed to inform neighbours about all the cells that they may serve already at the X2 setup procedure. This means, the same PCI may be reused within the same eNB. This may, though does not have to, confuse neighbours, when they receive neighbor information. It could be resolved, if the information is combined with the information about which cells are active at the moment. This may be part of the discussed notification.
No other procedure has been found that would rely solely on PCI and where reusing of PCIs may be a problem.

Proposal 1: It is proposed to enable a notification that allows a unique identification of currently active cells in combination with the corresponding deployment configuration. 
2.2 HO preparation
As discussed at RAN3 #86, incoming HO failure can be avoided if the reconfiguration is postponed until the HO is completed. If this is not possible, e.g. due to high load, the re-establishment shall provide sufficient robustness. To enable it, the source must prepare the target, but also the cells that may replace the target in case of reconfiguration. If the deployment state is not known yet, this means preparing all the served cells (not only those that are inactive, but also other active cells, in case a significant cell reshaping is executed). This is not only burdensome, but may not even be possible: HO preparation allows to prepare only 33 cells (the target and 32 other candidates). Therefore, the solution should allow to optimise the HO preparation so that only the relevant candidates are prepared for the re-establishment.
An alternative of the context fetch may be applied then. However, the fact that its accepted form does not allow to recognize when it is needed and thus that it requires unified implementation across the network, it is poor base for AAS deployments.

Proposal 2: The solution should allow to limit the preparation of target cells only to those needed for successful re-establishment, in order to limit the signaling and processing burden.
2.3 The solution and implementation
Taking into account the discussion so far, the requirements for the solution are:
1) Notification of deployment change, which allows to indicate which cells, out of the served cell set, are active and which are not (a unique deployment state). The information is needed mainly for MRO and PCI allocation. The timing shall be reasonably close to the reconfiguration, but the notification may also be sent after the reconfiguration is executed. 
2) It should be known to the neighbour eNBs what are mutual relations between the deployment states, so that when given cell is reported as a HO target, the neighbour can prepare also these inactive cells that may replace the target. This may also help MRO to adjust the settings for yet unknown deployments.
The solution that can take these two requirements may be based on two information elements: deployment and coverage information. 
Deployment information identifies each of pre-configured deployment states. Logically, it may be defined as a list of cells active per deployment, or as a list of deployment in which a given cell served at an eNB is active. If the latter form of deployment definition is applied and this information is exchanged as part of the served cell information, then it is only enough to inform the neighbours about the change of the active deployment state: all the cells that do not have the information of the currently active state on their lists, are understood as deactivated. Therefore, the notification about the deployment change must contain the information of the currently active deployment. The same must be exchanged at X2 setup. 
The coverage information is trickier. In theory, the served area of the eNB shall be divided into “atom” (i.e. indivisible) parts. For example, if a cell may be split into two, each of the smaller sections shall be such part; also if a cell may be extended (cell shaping) so that it takes over part of a neighbor, that neighbor shall have two parts: the part that is “own” and the part that may be taken over. 
In practice, this can be simplified with binary operation: a cell is assigned to a bit string. Each bit may represent such coverage part as described above. Then, if these coverage information elements, in the form of strings, are known at the neighbor, the neighbor will know which targets are to be prepared: those that have overlapping coverage areas. In other words, those whose coverage information strings match with the target (i.e., when subject of bit-wise AND operation, yield non-zero result).

Let’s consider an example: we have an eNB that has 4 states pre-configured, that together employ 5 cells. This is presented in the figure below, where cells are identified with letters (A, B, C, D and E), while the coverage information with bit strings.
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All the neighbours are informed about coverage information of the served cells. The algorithm at a neighbour eNB, when one of its UEs reports one of the cells of this eNB as a target, is:

If ‘A’ is reported, its CovInfo is 1001; matches with 0001, which is B ( prepare A and B;

If ‘B’ is reported, its CovInfo is 0001; matches with 1001, which is A ( prepare A and B;

If ‘C’ is reported, its CovInfo is 0110; matches with 0100 and 0010, which are D and E ( prepare C, D and E;

If ‘D’ is reported, its CovInfo is 0100; matches with 0110, which is C ( prepare C and D;

If ‘E’ is reported, its CovInfo is 0010; matches with 0110, which is C ( prepare C and E;
If this executed, always the right cells are prepared: for example, if the configuration is 3, UE approaches the extended area of A and therefore reports A as the target, then cell B will be prepared, too, in case cell A must be reconfigured back to its basic footprint; similarly, if the reported cell is D, C will also be prepared in case D and E are merged back to C; etc.

This way, in this example, instead of preparing all 5 cells, the source prepares at the maximum 3 cells, usually only 2.

The deployment information may also have the form of a bit sting, where each bit represents one state: if it is ‘1’, the cell is active in this state, otherwise deactivated. If this is adopted, the cells in the example above would have following deployment information:
A: 1111;   B: 1111;   C: 1010;   D: 0101;   E: 0101

For PCI collision avoidance, cells that have matching deployment information strings (non-zero bit-wise AND result) cannot have the same PCI.

Proposal 3: The solution shall be based on two information elements assigned to each cell: deployment information that indicates in which deployment states the cell is active; and coverage information, to enable identifying cells which can serve the same or overlapping coverage. 
In practice, the new information about served cells may be exchanged as part of the served cells information (exchanged at X2 setup and eNB configuration update). The same applies to the currently active deployment information: can be added to X2 setup and eNB configuration update. If no new deployment state is added from OAM, a deployment reconfiguration notification means sending ENB CONFIGURATION UPDATE message without any cells to add, modify or delete, but with a single number indicating the new deployment state. 
3 Summary
In this paper, first, we have reviewed the existing deployment change procedures where PCI is reused. We’ve concluded that reusing PCI should not confuse the neighbours, if a timely notification is enabled. Then, we summarised the requirements for a solution and formulated a comprehensive proposal that addresses them. Therefore, we propose to accept the 3 proposals stated here:
1) It is proposed to enable a notification that allows a unique identification of currently active cells in combination with the corresponding deployment configuration.
2) The solution should allow to limit the preparation of target cells only to those needed for successful re-establishment, in order to limit the signaling and processing burden.
3) The solution shall be based on two information elements assigned to each cell: deployment information that indicates in which deployment states the cell is active; and coverage information, to enable identifying cells which can serve the same or overlapping coverage.
The signaling needed for the proposed solution is presented in the attached CR [1].
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