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Introduction
This paper contains a text proposal for an updated solutions description. 
TP for updated solution description

[Revision marks on top of R3-141974 + change of the table format]
RAN solution 1: RAN reporting towards the EPC using network signaling.
	Description:
	eNode B signalling to GCS AS via MCE, MME and BM-SC to indicate the issue (scenario 1 or 2) and a list of the TMGIs for which media data is currently flowing. The GCS AS(s) then decide to switch some groups to unicast, or stops the call.

	Functional issues:
	






1)      How to ensure GCS AS switches or drops the correct number of groups? 

2)      Coordination of the reaction of multiple GCS-AS (e.g. including interaction with BMSC)? 

3)      How does the GCS AS know the extent of traffic reduction to resolve the congestion? 

4)      How does the GCS AS identify the involved UEs?   

5)      Is it required for eNB to send the indication periodically 
6)      What are the actions can be done by GCS-AS in case of congestion 

7)      How does GCS-AS take into account the overall cell load when the group move to Unicast? 
8)      How to take account the radio coverage cell vs. MBSFN?

9)      How GCS-AS recovers after the end of overload situation?

10)   Which is the information the GCS-AS needs from RAN?


	Pros:
	1. Can be used for groups multiplexed in same TMGI and non-multiplexed groups
2. Different groups could be contacted and put into unicast in a staggered way.

	Cons:
	
1. Many nodes (6 nodes) and signalling interfaces (5 interfaces) are involved.
2. GCS AS would need to have some mapping of the MBSFN area to cell areas and possibly capacity information.

3. When different operator managing GCS AS and RAN, RAN operator would need to rely on GCS AS operator to buy quite complex GCS AS functionality.

4. In case of Multiple GCS AS case, the coordination of all GCS AS is required

5. Possibly many eNB requests hitting the GCS AS all at the same time

	System impacts (CN, RAN, UE)
	RAN, CN


RAN solution 2: The MCE suspends one or more TMGIs
	Description:
	eNodeB informs MCE about the congestion. For all eNodeBs in the MBSFN area, PTM transmission may be suspended for one or more of the candidate TMGIs. 

RAN-level counting info may help MCE to know which bearers can be suspended/resumed in the MBSFN area.

	Functional issues:
	


1.How does UE know further actions as a result of suspension, e.g. following switch to unicast?
2. At the following MCCH update (up to 5 sec) the UE will recognise that a certain TMGI was removed from broadcast which might lead to service interruption in this time.
3. How does eNB communicate to MCE that there is congestion / recovery?
     Addition/new information need to be signalled from eNB to MCE



	Pros:
	1. Reuses some available mechanisms (counting, suspension).


3. No new EPC functionality is foreseen,so there is no reliance from one CN and RAN operator on each other

	Cons:
	1. If groups muxed in same TMGI, all groups will be suspended at the same time.

2. Service disruption likely due to MCCH update period

3. In case MCE is collocated with eNB consistent MCE behaviour should be ensured.
4. Possibly many UEs/groups hitting the GCS AS all at the same time with unicast requests

	System impacts (CN, RAN, UE)
	RAN


RAN solution 2bis: The MCE suspends one or more TMGIs and announces announced the action to the UEs quickly
	Description:
	The same as solution 2, but prior to removing the TMGI from MCCH, the eNode B informs the UEs of further required actions (This notification might be done by signalling or user plane means). Further details are for RAN 2 study

	Functional issues:
	


Additional points to 2


[VF comment: This is done via a timestamp, explained clearly in document 423 – even the stage 3 and ASN.1 is provided, and captured also in the update of 424.]
2. How to signal information to UE  faster than MCCH?

- Point-to-Multipoint (PTM) approach:

- E.g. via MSI (MAC) or application layer signalling (MTCH)

- Point-to-Point approach (from eNB to each impacted UE):

- E.g. via application layer packet or new paging record for IDLE UEs
-



.

	Pros:
	1. Reuses some available mechanisms (counting, suspension).

2. No new RAN/EPC interdependency, so no reliance from one operator on another.

3. No new EPC functionality is foreseen , so there is no reliance from one CN
4. Switches to unicast of different groups can be staggered.
5. Minimises/avoids service disruption during switch from multicast to unicast – depending if UE informed before or just after last data packet

	Cons:
	1. If groups muxed in same TMGI, all groups will be suspended at the same time.
2. Possibly many UEs/groups hitting the GCS AS all at the same time with unicast requests – but it might be less peak signalling load compared with Solution 2 depending on RAN 2 solution.
3. Unclear how to ensure all eNode Bs react in same way at same time with distributed MCEs.
4.  
4. [See above comment in functional issues]


	System impacts (CN, RAN, UE)
	RAN, UE


RAN solution 3: Dynamic configuration of MBSFN subframes.
	Description:
	Dynamic reconfiguration of “non-MBSFN subframes” to “MBSFN subframes” and back again is performed.

	Functional issues:
	See Cons.

	Pros:
	1. Probably little standardization impact.

2. No new RAN/EPC interdependency.

3. No new EPC functionality is foreseen

	Cons:
	1. Less efficient handling of PTT when some groups could have been moved back to unicast instead.

2. Slow reaction time.

3. May cause service disruption.

	System impacts (CN, RAN, UE)
	RAN


RAN solution 4: Over-dimensioning
	Description:
	Over-dimension MBSFN subframes required, and use these for TM9/10 UEs when PTM traffic does not need it.

	Functional issues:
	See Cons.

	Pros:
	1. No changes to specs required.

2. No new RAN/EPC interdependency.

3. No new EPC functionality is foreseen.

	Cons:
	1. The granularity of MBSFN resource dimensioning will likely mean parts of MBSFN subframes are wasted in “normal operation”.


2. Unclear if there would be enough TM9/10 mobiles to fill the unused frames, so cell capacity is likely to be wasted.
3. MCE has no knowledge of the load situation in eNB, so cannot take informed action to suspend/resume bearers when needed when scenario 2 occurs.

	System impacts (CN, RAN, UE)
	Relies on existing functionality


RAN solution 5: Packet drop
	Description:
	The eNode B would drop remaining data packets for a TMGI if there is not enough PTM resource dimensioned in the cell to send all of the data. UE would be expected to take further actions.

	Functional issues:
	1. Consistency of packet dropping across eNBs

2. How to make sure all eNode Bs drop the packets from the bearers with low numbers of users interested, and how to update this in eNB? 
Unclear how it knows unless situation recovers afterwards.

3. UE may need some (per cell) understanding of whether it should establish unicast or not.
Not strictly necessary.

	Pros:
	1. No changes to specs required.



2. No new RAN/EPC interdependency, so no reliance from one operator on another

	Cons:
	1. Causes major service disruption (of the lowest priority TMGIs or low user groups).

2. No possibility for the CN to mitigate the situation.
3. UE behaviour would need to be defined/tested by somebody if the eNode B was to actively do this to push users to unicast.

	System impacts (CN, RAN, UE)
	RAN, UE


RAN solution 6 : RAN reporting towards the EPC through the UEs.
	Description:
	eNB tells all UEs for all TMGIs that are sending data that load reduction is needed.

EITHER:

- GCS AS may have preconfigured at least one UE per TMGI per MBSFN area to report the eNB information to the GCS AS

OR:

- all RRC connected UEs receiving the indication from the eNB, report the eNB information to the GCS AS.
The decision regarding broadcast vs unicast switching is done in GCS AS

	Functional issues:
	1. How to ensure GCS AS switches or drops the correct number of groups?

1.bis Coordination of the reaction of multiple GCS-AS? 

2. The actual benefit of the “UE pre-configuration” component is unclear. 

3. New signaling is required over GC1. 

4. How does the GCS AS know how much action it needs to take to resolve the issue. 
NOTE: This could use much the same functionality as 2bis. Many of the same pros and cons of solution 1.

	Pros:
	1. Can be used for groups multiplexed in same TMGI and non-multiplexed groups

	Cons:
	It seems not possible for different eNBs to make the same decisions and at the same time (the solution requires synchronised packet marking).

	System impacts (CN, RAN, UE)
	RAN, UE, CN


RAN solution 7: MCE-GCS AS Open-Loop Coordination.
	Description:
	The MME is pre-configured with information on the GCS AS(s)

After successful configuration of MBSFN subframes, the MCE signals to the MME the configured MBSFN capacity for GCS;

The MME calculates a “traffic reduction factor” to account for:

•
How many GCS ASs are involved;

•
Whether a “fair” or “biased” load distribution is desired;

•
The possible different activity factors in the traffic flows from different GCS ASs.


The MME propagates this “traffic reduction factor” to all the GCS ASs through the MBMS GW and the BM-SC; different factors may be used toward different GCS ASs;


Each GCS AS shall reduce its traffic rate by the received factor in order to avoid congestion.

	Functional issues:
	How to estimate the activity factor each GCS-AS

Pre-configuration in MME of the nominal traffic rate and activity factor each GCS-AS



	Pros:
	· Solves the issue of inter-GCS AS coordination, since it is done by the MME and minimise opportunistic behaviour of GSC-AS;

· Sensitive information (e.g. MBSFN Load) about available or configured capacity is never exchanged with the GCS AS(s) (i.e. it never leaves the operator’s domain).



	Cons:
	Impacts  4 interfaces (M3, Sm, Sg-imb, MB2-U) and 5 logical nodes (MCE, MME, MBMS GW, BM-SC, GCS AS);

Does not provide a mechanism to solve a congestion situations in “real time”



	System impacts (CN, RAN, UE)
	RAN, CN
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