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Discussion
1 Introduction
At RAN3 #83-bis it has been agreed to report load information per PLMN. At the same time, the Mobility Settings Change (MSC) was left up to further discussion. At RAN3 #84, there are several contributions (e.g., [1-3]) proposing to report per-PLMN all load information defined since Rel.9, including composite available capacity (CAC), while leaving the MSC per-cell. In this paper we would like to present the mutual relation between MSC and CAC and show that reporting load per PLMN, while keeping MSC per cell, even though easy on the paper, may cause issues when it comes to implementation.
2 Discussion

2.1 The background of CAC and MLB
CAC was designed to support MLB, since plain Physical Resource Block (PRB) usage was not sufficient: it neither informed about possible reservations at the target, nor about possible degradation of non-GBR traffic, which otherwise is likely to occupy all free resources. Therefore, CAC was defined as percentage of radio resources that are available for MLB. The way how this is calculated is up to implementation, but it is supposed to take all known limitations into account, including those that are not radio related. In particular, it was not supposed to be the plain difference between all and currently allocated PRBs. 
While CAC was defined for MLB, another function is MSC: this function is supposed to shift cell borders so that the most distant UEs are handed over and remain at the target. The way MSC works was assumed to be based on CAC: once the available resources at target are known, the source selects which UEs from those next to the border are to be handed over and request a border shift so that exactly those UEs are handed over. 
2.2 MLB and RAN sharing
The above concept needs now to be reviewed in the light of the RAN sharing. The sharing assumes that multiple operators may use the same cell and thus share the resources. In the prior discussion it was also implied that the operators may agree upon fixed quotas of load that each of them is allowed to use in the cell. 
Fixed quotas may be executed as separate resource pools, managed separately, with own policies and own virtual schedulers. It may also be implemented at higher level, so that scheduling is per cell, but operators are guaranteed that e.g. GBR traffic of each operator will be served up to a given quota. The latter means it is up to the scheduler to decide how to allocate resources for a UE, irrespectively of what PLMN it is subscribed to, as long as the GBR quotas are observed.
This difference has implications in the concept of congestion and thus of MLB: if the split is at the scheduling level, each pool of resources can be congested independently; if it is at higher level, congestion concerns whole cell. This implies also how the congestion is resolved: in the former case, the scheduler of PLMN A may ask scheduler A in a neighbour cell for CAC and negotiate cell border for this operator. In the latter case, resources in the cell are managed as one, if UEs of operator A need more resources, they get it as long as there are available resources in the cell; only when some UEs cannot be served, the scheduler of the cell attempts load balancing – but based on common cell borders and radio conditions, not on PLMN registrations of given UEs. In this case, the CAC is common per cell, as well as MSC.

Therefore, defining CAC per PLMN, while keeping MSC per cell makes little technical sense: either both have to be per cell, or both per PLMN. The decision on either of the approaches implies future implementation, too: decision to have both per PLMN means the resources may need to be split per PLMN at physical level (virtually, separate cell per PLMN), while keeping them per cell means that mobility management remains dependent on the service and radio conditions, not on the PLMN registration.
Therefore, before decisions on the CAC reporting and MSC negotiations are made, the scenario needs to be discussed more in details. In particular, the following questions need to be answered:

· If, in shared cell, one operator cannot accommodate more GBR traffic, while other’s quota is not exceeded, is the eNB expected to manage resources internally (borrow from the other operator, until cell as whole is congested and then perform MLB action for UEs that are optimal for LB, irrespectively from the PLMN), or should it try to execute inter-eNB LB, to keep shares separated, even though it has still has free resources?

· If, in shared cell, one operator does not use its share fully, can non-GBR traffic of other operator occupy all the resources, or it must be confined to the quota the other operator has rented? 
· In a shared cell, is it more important to optimise resource utilisation, or to protect operators’ shares/quotas?

Once these questions are discussed and answered, the decision concerning MLB will become natural: shall MLB be enabled per PLMN (and then CAC and MSC need to be executed per PLMN)? Or is it a mechanism to optimise resource utilisation in a cell, irrespective of PLMNs broadcast there (and thus CAC and MSC shall per cell)?

There is one more aspect to consider: calculation of CAC per PLMN may, in practice, be very difficult if the current implementation freedom is to be maintained. Currently, the CAC may take into account limitations which are not shared. This may be, for example, hardware load (overheating). Such limitation can be shared, but if GBR load of one operator is near its limit, others will have to take bigger share of the limitation (i.e. their CAC will be lower than they would have expected). Alternatively, the limitation is considered already at the scheduling of physical resources, so that quotas are limited accordingly to the common limitation. This, however, means the scheduling is per PLMN and resources are split at physical level – as discussed above.
3 Conclusions
In this contribution we have shown there is relation between the CAC and MSC. This relation is based on the fact that CAC is calculated per scheduler and is for MLB purposes. Decision to enable CAC signalling per PLMN means that MLB is per PLMN and thus the MSC must be per PLMN. Otherwise, per-PLMN CAC is useless – MLB would be executed based on radio and service conditions, so based on cell overall CAC. 

It is also shown that per-PLMN CAC can effectively be calculated only if scheduling is per PLMN – otherwise attempts to divide single CAC per PLMNs, when resources are scheduled commonly, may lead to results that may be seen as violating sharing agreements.
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