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1. Introduction & Background
In RAN1# 76b, 3GPP RAN1 finally came to the following agreements [1]:
In this contribution, the signalling procedure is discussed for different eCoMP operations in both distributed and centralized architectures. 
2. CoMP  Architectures

In NGMG’s liaison [2], the operators expressed their concerns to support both distributed and centralized architecutres. In the distributed architecture, each eNB exchanges signalling with neighboring cells. In the centralized architecture, a virtual entity of centralized coordinator collects the reported signalling of all the eNodeB and then distributes the coordinated results to each eNB. It’s noted that the centralized coordinator is not a real entity node but a virtual one which may depend on the operator’s implmentation. 
In order to support eCoMP over non-ideal backhaul, the following signalling flow is required, as shown in Figure 1
Firstly, a measure report should be sent to the neighbor cells or the coordinator for resource coordination. The measurement report could include RSRP and benifit metric derived from CSI-related information and UE status.
Secondly, a coordination request is sent back after considering all measurement reports. Each eNB could make scheduling desicision based on the coordination request. 
Thirdly, a confirmation is prefered to sent back to the neighbor eNB or the coordinator whether the eNB perfroms the scheduling according to the coordination request. It’s especially important for inter-vendor coordination since each eNB makes sheduling decision individually. The comfirmation could be used to evaluate the performance and effectivenss of the coordinator.
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Figure 1 Signaling flow for eCoMP in distributed and centralized architectures
Proposal :
· Proposal 1: the signalling design should support CoMP operation in both distributed and centralized architecture. 

· Proposal 2: each eNodeB should sent back the CoMP confirmation to its neighbors (distributed architecture) or the coordinator (centralized architecture) to indicate whether the coordination request is accepted or not.
3. Procedure of eCoMP operation
With the agreed signalling, there are generally three options of CoMP operation, which will be discussed in detail as follows.
3.1. Option-1

The first option for the procedure of eCoMP operation could be illustrated as Figure 2. 
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Figure 2. Procedures of eCoMP operation-Option 1
· Step 1: Each eNodeB calculates the benefit metric (BM) based on UE’s raw CSI report and other information, such as UE’s average throughput, buffer status, QoS etc. The benefit metric is defined as the benefit obtained by the sending eNB from the muting or other CoMP behaviors of the receiving eNB. It’s noted that the benefit metric is cell-specific information.
· Step 2: Each eNodeB exchanges the benefit metric and RSRP information with neighbors (distributed architecutre) or report the benifit metric and RSRP to the centralized resource coordinator (centralized architecture). 
· Step 3: In the distributed architecture, each eNB performs coordination with the benefit metric and RSRP information from all neighbors. With the coordination, the hypothetical CoMP resource allocation will be decided. In the distributed architecture, cell i  needs to decide the CoMP hypotheses for its neighboring cells. In the centralized architecture, the resource coordinator performs coordination with the collected benifit metric of all the eNB within the cluster, and then decide the CoMP hypotheses for all the cells.
· Step 4: In the distributed architecture, the eNBs shall exchange the CoMP hypothesis of the receiveing node or exchange the CoMP hypotheses of all of the neighbors of the receiving node. In the centralized architecture, the resource coordinator returns one or more CoMP hypotheses to each eNodeB.
· Step 5: Each eNodeB performs UE scheduling according to the received CoMP hypothesis.
· Step 6: Finally, the CoMP confirmation with “yes/no” reponses should be sent back to the neghbors or the resource coordinator to indicate whether the eNodeB accepts the CoMP hypothesis.
In option-1, the benefit metric and RSRP is regarded as the measurement report, and the CoMP hypothesis is regarded as the CoMP request. The RSRP could be used to get the possible interfering strength of the neighbors.
3.2. Option-2
The second option for the procedure of eCoMP operation could be illustrated as Figure 3. 
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Figure 3 Procedures of eCoMP operation-Option 2
· Step 1: Each eNodeB exchanges RSRP with its neighbors (distributed architecture) or reports RSRP to the resource coordinator (centralized architecture).
· Step 2: Each eNodeB (distributed architecture) or the resource coordinator (centralized architecture) generates the CoMP hypothesis based on the exhchanged RSRP.
· Step 3: In the distributed architecture, each eNodeB exhanges the CoMP hypothesis to its neighbor cells. In the centralized architecture, the resource coordinator distributes the CoMP hypothesis to each eNodeB in the cluster.

· Step 4: Each eNodeB calculates the benefit metric according to the received benefit metrics from its neighbors or the resource coordinator. 

· Step 5: Each eNodeB performs UE scheduling considering the benefit metric.

· Step 6 : Each eNodeB sends back the CoMP confirmation its neighbors or the resource coordinator. The CoMP confirmation could be  “yes/no”  indication per PRB, or in the form of benefit metric.
In option-2, the RSRP is regarded as the measurement report. The CoMP hypothesis is regarded as the CoMP request. The benefit metric is calculated based on the RSRP and CoMP hypothesis, and could be used as the CoMP confirmation.
3.3. Option-3
The third option for procedure of eCoMP operation could be illustrated as Figure 4. 
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Figure 4 Procedures of eCoMP operation-Option 3
· Step 1: Each eNodeB generates one or more CoMP hypotheses of itself and its neighbor cells based on UE’s raw CSI report and other information, such as UE’s average throughput, buffer status, QoS etc.
· Step 2: Each eNodeB exchanges one or more CoMP hypotheses and RSRP information with its neighbors (distributed architecutre) or report one or more CoMP hypotheses and RSRP information to the centralized resource coordinator (centralized architecture). 
· Step 3: In the distributed architecture, each eNB can calculate the benefit metric based on the neighbors’ CoMP hypotheses. In the centralized architecture, the resource coordinator calculates the benefit metric with the reported CoMP hypotheses of all the eNB within the cluster.

· Step 4: In the distributed architecture, the eNBs shall exchange its benefit metric to all neighbors. In the centralized architecture, the resource coordinator returns the benefit metric to each eNodeB.
· Step 5: Each eNodeB performs UE scheduling according to the received benefit metric together with the previous CoMP hypotheses.
· Step 6: Finally, the CoMP confirmation with “yes/no” reponses should be sent back to the neghbors or the resource coordinator to indicate whether the eNodeB accepts the CoMP hypothesis.
Different from option-1 and option-2 which follow the signalling flow in Figure 1, the CoMP hypothesis in option-3 is not strictly measurement report. Each eNB exchanges the CoMP hypothesis of itself to the neighbors or the coordinator and inquires judgement from the neighbors or the coordinator. The neighbors or the coordinator would tell the sending eNB whether its CoMP hypothesis is appropriate by the benefit metric.
Based on the above analysis, the agreed signalling could support different CoMP procedures, which provides operators and vendors more choices in the future deployment. Therefore, we propose that :

Proposal :

· Proposal 3: the signalling design should support different CoMP procedures, at least option-1 and option-2.
4. Conclusion
In this contribution, three options of the CoMP procedure are discussed with the agreed signalling by RAN1. We are concerned about the following proposals.
· Proposal 1: the signalling design should support CoMP operation in both distributed and centralized architecture. 
· Proposal 2: each eNodeB should sent back the CoMP confirmation to its neighbors (distributed architecture) or the coordinator (centralized architecture) to indicate whether the coordination request is accepted or not.
· Proposal 3: the signalling design should support different CoMP procedures, at least option-1 and option-2.
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RAN1 has identified the following signalling for eCoMP and asks RAN3 to consider the feasibility of this signalling and to work on the details of in Rel-12. 


One or more CoMP hypotheses, each comprising a hypothetical resource allocation associated with a cell ID, where the cell identified by the cell ID is not necessarily controlled by the receiving eNB


How to react to a received CoMP hypothesis signaling is up to receiving eNB’s implementation. E.g. accept or ignore, potentially sending a feedback e.g. “yes/no” to the sending node.


RAN1 guidance to RAN3 on necessary granularity and rate of CoMP hypothesis in time/frequency domain:


Signaling period: RAN1’s recommendation is 5, 10, 20, 40, 80 ms or aperiodic 


If aperiodic, a validity period for the information should be included


RAN3 to specify the exact periodicities taking into account limitation of existing X2 interface


Per RB with time granularity per cell


Time granularity could be one or multiple subframe level


A benefit metric associated with one or more CoMP hypothesis/es, quantifying the benefit that a cell of the sender node expects in its scheduling when the associated CoMP hypothesis/es is assumed


The range of benefit metric in the X2 message should be specified


The method of deriving the cell-specific benefit metric is up to each eNB implementation


RAN1 guidance to RAN3:


Necessary time/frequency granularity and signaling period: Same as the associated CoMP hypothesis/es


RSRP measurement reports of one or more UEs


RAN1 guidance to RAN3:


Time domain granularity of the signaling: event triggered or periodic exchange, with periodicities 120, 240, 480, 640 ms.


Mechanism to provide RSRP report upon request from an eNB should be made available


Per cell in sending eNB identified by cell ID:


Per UE identified by a UE ID, e.g. eNB-UE-X2-APID:


One or more set(s) of {RSRP and cell ID} (maximum number of set(s) equals eight)


Note: CoMP signalling needs to be associated with a carrier frequency identity. 
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