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Discussion
1 Introduction
The problem of desynchronisation of mobility settings in SON-enabled environment was presented before in [1]. In [2], a comparison of the possible solutions was proposed in the context of a new scenario: wide-spread congestion, where the eNBs may stop or limit cooperation (i.e. they may reject MSC requests). Since these scenarios have been discussed and there were no doubts raised, it is assumed the problem as such is acknowledged.

In this paper, we remind the requirements for the solution, as discussed so far, and propose two alternative approaches for the solution.
2 Discussion
2.1 Short recap of MLB and MRO functionality

There is a relationship between the MLB and MRO functionality. They are both tuning the mobility parameters to achieve different goals. MRO aims at finding the mobility settings that enable minimising connection failures due to mobility, while MLB tries to balance the load. MRO operates at a relatively low frequency, typically considered to be of a statistical nature, whereas MLB operates at a higher frequency, thereby being able to follow and adjust to the variations in traffic. One possible interpretation of the relationship between these functionalities is that MRO sets the allowed range for the mobility parameters and MLB selects parameters within this range.
2.2 The reset requirements

As discussed so far, small and not negotiated changes introduced to the mobility settings may accumulate to a bigger difference that may become troublesome. In that case either the OAM or the two eNBs need to take action to synchronise the settings. In the first step, we compare the two approaches (OAM and decentralised reset) against the requirements proposed before for the solution.
Monitoring of the HO setting changes
The NM is able to trace CIO changes. It can therefore be aware that the overlap of the setting (HO hysteresis) shrinks or increases. However, NM may not be aware of the reason of the change (i.e. if given change of the CIO is due to MLB or MRO). Therefore, it can not tell if e.g. increased HO hysteresis is needed for better failure avoidance, or if it is indeed a discrepancy problem. Therefore, even though OAM is able to monitor the changes of the settings, it does not have the knowledge to tell the needed change from the dangerous one. It is even worse in case of widespread congestion: even though the NM can be alerted about failed MSC negotiations, it does not have up-to-date information on the load (and service distribution) and therefore is not able to tell if the rejection was justified, or was it a problem of non-cooperative eNB. On the other hand, an eNB may detect both: the discrepancy (based on MRO statistics) and congestion leading to lack of cooperation. Another related question is whether the frequent updates of the parameters due to MLB can be accurately monitored by the NM.
Reset of the settings

Again, the NM is able to set the value of the CIO (as well as other mobility-related parameters). Therefore, it is able to reset the settings to any prior state in one or more controlled eNBs. However, as discussed above, the NM may not be aware of the cause of a change. Therefore, it can only surely reset the HO settings to the default values, eliminating thus both, the MLB and MRO corrections. On the other hand, each eNB has all the information that is needed to reset only the changes introduced due to e.g. MLB. Enabling the reset of changes introduced for MLB purposes would mean that the optimisation of MRO is not affected and does not need to restart form the default state. The benefits of preserving MRO states were also discussed in the SON for AAS.
Coexistence with distributed MRO/MLB

Finally, the solution should be possible to be implemented in the existing MRO/MLB framework. The solutions defined for both of the SON topics are assumed to be distributed: each eNB decides about the needed corrections, while the NM monitors performance and sets boundaries for the freedom of the eNBs. If the reset capability is assumed to be centralized, it will not be part of the distributed SON, but rather supervision mechanism (which may not even be able to tell MLB from MRO, as explained above). 

All the aspects presented above indicate that the solution for the MSC reset should be eNB-centric, i.e. left up to each of the eNBs.

Proposal 1: The solution for the MSC reset (at least for MLB purposes) shall be implemented as a distributed solution, based on X2-signalling.
2.3 Available solutions
All the possible eNB-based solutions have been compared in [2]. It has been shown that in case of mere discrepancy, all of them offer comparable efficiency. However, it was also shown that in the case of non-cooperative neighbour (i.e. a neighbour that refuses to return to neutral MLB settings because of own congestion) the solutions based on regular negotiations may fail. Here, we present two approaches to the problem, both of which address the issue:

Reset indication
It is assumed that the node that detected the discrepancy and needs to cancel the mobility settings sends an indication to a neighbour. The response is not relevant in this case for the sender – the indication may concern a reset that has already been or will be executed. This solution pushes the responsibility to the eNB that receives the indication: since the reset is executed anyway, it knows that not executing it on own side will increase the problem, while following it will bring the network to the optimised state. Therefore, it has clear incentive to follow the reset. The solution can be based on the particular usage of existing signalling, which is meaningless currently. The needed stage-2 change is presented in [3]. 
Inquiry with negotiations
To resolve the problems with unknown mobility parameters, it is assumed that the source first checks the settings at the target using an inquiry request, and once it knows what is the delta used at the target, it either adapts own settings or uses regular Mobility Setting Change to request change of the delta at the neighbour (possibly to cancel it altogether). However, according to the current procedure description, the peer eNB may reject the request.

An eNB may reject a suggested change based on:

· Increasing HO trigger may cause problems with Too Late HO

· Decreasing the HO trigger may cause problems with Too Early HO

· Increasing the HO trigger may increase the load in the cell too much

The problem of non-cooperative neighbours is represented in the last bullet. An eNB which is overloaded and that already has negotiated with the neighbour to decrease the HO trigger (effective cell size) may refuse to agree to revert back to the normal configuration. This would cause the dead lock as discussed above which would require a reset every time the deadlock occurs.
One solution is therefore to first introduce some guidance for the negotiation to avoid these deadlocks. This guidance can for example be to specify that the target eNB should accept changes to the handover trigger that reduces the offset of the handover trigger from the default point of operation. Thereby the deadlock can be avoided. Another way to provide sufficient guidance is to clarify that only the first two bullets (and not the last) should be considered by the target cell when deciding whether to agree to the suggested change.
The needed CRs are presented in [4-5].
Proposal 2: It is proposed to review the two solutions and to select the one that RAN3 finds the most appropriate to solve the problem.

3 Conclusions
In this paper we discussed the NM-based option for MSC reset. It is shown that even though NM is able to follow CIO changes in the controlled eNBs, it may not be able to recognise the cause of each of the changes. Therefore, it may not be able to fulfil the requirement that only changes due to MLB are to be reset. Further, two eNB-based solutions are presented and it is proposed to select one of them, according to RAN3’s preference.
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