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1
Introduction
The study on small cells identified the need of flow control for the split bearer option (see discussion UP option 3C in TR 36.842 [1]).
This contribution discusses further details.

2
Discussion
For the split bearer option, flow control is required to control the fraction of the user plane data arriving at the MeNB via S1-U to be forwarded to the SeNB via X2-U. Forwarding a statically determined fraction would not result in an efficient usage of SeNB resources, as it does not take into account the momentary available resources of SeNB radio resources and X2 backhaul transmission resources.

Flow control should well balance the dataflow between the MeNB and the SeNB, too few data will under-utilise available resources and is therefore not efficient, too much data will result in stalling effects. So, the goal would be to ensure that data queues in SeNB can be kept at a constant, pre-defined (implementation dependent) size.
As the knowledge about instantaneous radio conditions, current queue fill state and QoS requirements of all its UEs and radio bearers is available at the SeNB, it will be the SeNB’s task to give feedback to the MeNB on how much data it could handle at most without getting too large queues. Since different bearers are associated with different QoS requirements and applications, this information should be provided individually per bearer.
Observation 1:
Flow control is required to balance the dataflow between MeNB and SeNB for split bearers. It is the SeNB’s task to give feedback to the MeNB on how much data it could handle for the split bearer.

There are different ways to realize a flow control protocol. One way is that the SeNB indicates a preferred data rate to the MeNB. This approach was chosen for UTRAN on the Iub interface for HSDPA. However, a problem arises when the X2 interface becomes temporarily the bottleneck. The SeNB notices that its queue is running low and it recommends the MeNB to increase its data rate. Such an increase will overload the X2 even further and is therefore undesirable. 

Observation 2:
Rate based flow control balances the transmission rate based on requested rate of the receiver (SeNB), which does not consider a temporary bottleneck on X2. 

Furthermore, the SeNB actually does not primarily care about the data rate on X2 but rather aims for a decent queue size and even more for a queuing delay below the packet delay budget negotiated for the bearer. Therefore, it not only needs to take into account the rate available on the radio interface but also the amount of data it has already in its queue. 

Therefore, one should consider a window based flow control mechanism similarly to what TCP uses. TCP is not rate based but rather window based. That means, the TCP sender does not send at a constant rate but rather controls the amount of data that is “in flight”, i.e., transmitted but not yet acknowledged. In the context of downlink dual connectivity, the MeNB would be the sender and the SeNB the receiver. Based on current queue state in the MeNB together with the feedback about queue state in the SeNB, the MeNB is able to adjust the transmission window which considers both SeNB rate and X2 backhaul delay.
Observation 3:
Window based flow control balances the transmission window based on sender (MeNB) queue state as well as receiver (SeNB) queue state thus considering both X2 backhaul delay and receiver (SeNB) radio interface rate.

The following Figure 1 illustrates window based flow control between MeNB and SeNB as well as related queue states.
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Figure 1: Window based flow control overview.

A possible flow control mechanism may work as follows:

-
For each packet sent by the MeNB over the X2 interface, the MeNB remembers a sequence number and the packet size (and it may anyway need to store all PDCP PDUs for the purpose of SeNB change/bearer context transfer, but this is yet another discussion in RAN2, see also [1]):
-
L: is the packet number of the first not yet acknowledged packet in the MeNB

-
S: is the last packet sent via X2-U

-
The SeNB has a similar queue management:

-
L’: latest not yet acknowledged packet

-
H’: last packet received via X2-U

-
The SeNB determines a suitable queue size for each bearer based e.g. on a moving average of the data rate on the radio interface and the estimated RTT (without queuing) on the X2 interface. (D’- L’)
-
The SeNB then informs the MeNB 
-
L’: about the lower window edge (oldest packet received via X2 but not yet finally acknowledged to be successfully received by the UE via Uu) 
This is important information for the MeNB, as it provides the feedback on successfully transmitted PDCP PDUs, which normally (for “single-connectivity”) is provided eNB internally.
-
D’: about a desired amount of data (could be the upper end marked by D’ in Figure 1, but the MeNB does probably not have much use of a PDCP SN, so the feedback should be rather about a desired queue-size in Bytes). 

-
H’: does not necessarily need to be known by the MeNB, this is taken into account when reporting D’. 
-
When the MeNB receives these flow control commands,
-
 it can verify how much data is “in flight” (in queue on X2 and in SeNB)
-
Based on S (only know to the MeNB) and D’, the MeNB can determine how much more data needs to be brought “in flight” to satisfy the SeNB request.

Observation 4:
Window based flow control builds on the following feedback from SeNB to MeNB: lower transmission buffer edge (first not yet acknowledged PDCP PDU), as well as new desired amount of data.

Unlike a rate based flow control command, such a window based scheme allows the MeNB to adjust quickly to any kind of congestion no matter whether it occurs in the SeNB or on X2. Furthermore, there are synergies between window based flow control feedback and feedback needed for PDCP buffer handling, as explained in the next section.

This flow control mechanism would require a feedback periodicity in the order of 10ms which can be regarded as minor in addition to the ongoing data transmission. If there is no data transmission, also no feedback is required, so that no unnecessary overhead is generated.

Unlike a rate based flow control command, such a window based scheme allows the MeNB to adjust quickly to any kind of congestion no matter whether it occurs in the SeNB or on X2. 

3
Proposal
Proposal 1: 
Agree on the basic properties of the window based feedback mechanism as suggested in section 2.
Proposal 2:
We would propose to specify the basic functions and the frame encoding of such a flow control in a TS under TSG RAN control.
4
References
[1]
TR 36.842 “Study on Small Cell enhancements for E-UTRA and E-UTRAN; Higher Layer Aspects”
[2]
R2-141544, “PDCP reordering in dual connectivity”, RAN2#85bis, Ericsson
PAGE  
3

_1456926525.vsd
MeNB


SeNB


SeNB Side:
D’ ... Current estimate of from SeNB on desirable of data
H’ ... Last data unit received by SeNB via X2-U
L’ ... First not yet ack’ed data unit as known by SeNB


L


S


D


L’


H’


D’


X2-U


MeNB Side:
D ... Latest feedback from SeNB on desirable amount of data
S ... Last data unit sent by MeNB via X2-U
L ... First not yet ack’ed data unit as known by MeNB


Feedback via Flow Control
D’ ... Current estimate of from SeNB on desirable of data
L’ ... First not yet ack’ed data unit as known by SeNB


S


H’


Packets ”in flight” on X2-U


Packets ”in flight” on X2 and in SeNB


Packets ”in flight” in SeNB



