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1
Introduction

RAN2 WG has been discussing for a few meetings about a so-called HFN de-synchronization problem with the RLC UM based VoIP services. In a few words, since the RLC PDU sequence number field is shorter in the RLC UM mode when compared to the RLC AM mode, there can happen a situation when the HFN field value wraps around after a set of consequent packets has been dropped. As a result, the RLC UM sender and a receiver will have a different understanding of the current HFN field value causing packet decoding errors. The background information with more technical information can be found in [1].

During the RAN2#79bis meeting, RAN2 has agreed to introduce a new RNC mechanism to re-establish RABs, capability for which is indicated by a UE and which should be always set if a UE supports IMS VoIP. The final set of CRs was agreed in RAN2 during the RAN2#80 meeting, specifying this mechanism for Rel-10 and limiting its scope only to the RLC UM bearer. It is however should be noted that an idea of extending it towards the RLC AM mode and CS domain has been still under discussion in RAN2 [2]. 

It is important to note that RAN2 has specified only the RNC  re-establishment mechanism, whereas the initial trigger for taking the re-establishment actions are out of scope of RAN2 and is up to the network implementation, as concluded in RAN2. Since it is obvious that RNC does not know whether packets were dropped or not, some complementary mechanism was foreseen for the Iub/Iur interface, as an example, proposed in [3].

In this discussion paper, we elaborate further on the complementary signalling for the Iub/Iur interface, its requirements and implementation aspects. 

2
HFN detection and signalling

As mentioned briefly above, RNC is not aware of the packet scheduling and drop events because they are taking place inside Node B. Thus, to make a decision to re-establish the VoIP PS RAB, RNC need some form of the assisting indication coming from Node B. This idea is also reflected in [3].

Elaborating further on the Node B indication, it is worth noting that such an indication must be configurable by RNC, reasons for which are explained below. Since Node B receives data packed into the HS-DSCH DATA frames, is not aware of aspects, such as RLC UM mode, VoIP service, PS RAB etc. Thus, there must be a clear indication from RNC, for which data flow the Node B can/should send this indication.  As an example, the correspondent UE capability is mandatory for the IMS VoIP UE, but is optional for other ones. Thus, a non IMS VoIP UE  still can indicate a support for the RLC UM re-establishment, which can be applied by RNC to services, such as video streaming (which was also discussed during the RAN2#80 meeting). As an example of another use case, RNC may be not interested in receiving indications from Node B for the PS RAB VoIP service for some internal RRM reasons if the network implements and activates the PDCP layer, error detection mechanism for which already exists. 

Another important aspect to consider is what kind of indication Node B can send back to the RNC. In [4], it is assumed that Node B implements some internal mechanism that at some point of time decides to send an indication to RNC that RLC UM re-establishment is needed. However, such an approach results in quite inflexible RRM because a decision to re-establish RLC UM might depend on many factors. Technically speaking, one of the main reasons to perform re-establishment is N consecutive dropped RLC UM packets, where N is the number of packets after which HFN is incremented by one. However, the re-establishment process involves the RRC protocol and takes time due to exchanged messages with a UE. Thus, a decision to perform re-establishment must be taken pro-actively in advance without waiting for the critical number of packets to be dropped inside Node B, which in turn will depend on other configuration and operational aspects. All these considerations lead to a conclusion that instead of making a decision inside Node B, it is more flexible to let RNC know about dropped packets, thus allowing the latter to implement the correspondent counters. As an example, referring to [7], one can consider quite a versatile mechanism that checks that N consecutive packets are dropped over the specified period of time before declaring a need to re-establish RLC. Similarly,  even a more complex scheme can be considered whereupon after each dropped packet, N consecutive packets must be delivered successfully. Thus, if an error decision mechanism resides in Node B, it might be quite challenging to parametrize it properly to cover all the possible peculiarities of existing or future voice codecs. 

As a part of the Rel-11 Multiflow specification work, RAN3 has agreed to introduce the DROP INDICATION control frame that reports to RNC events related to dropped packets. Thus, one of the simplest approaches is adopt the same message to the Rel-10 TS 25.425 and TS 25.435 specifications. The content of the DROP INDICATION control frame comprises a set of RLC PDU identifiers, based on which the RNC can understand which RLC PDUs were dropped inside the Node B. As a result, the RNC can always make a decision when to perform the RLC re-establishment based on the number of consecutively dropped RLC UM PDUs. When compared to the solution in [4], such an approach does not require Node B to implement an internal detection mechanism, but rather allows to rely upon the common way of reporting about the dropped packets and provide more flexibility for RNC.

3
Conclusion

In this discussion paper, we have elaborated further on the RLC UM re-establishment mechanism agreed by RAN2, and more specifically, on the technical aspects of the complementary part for the Iub/Iur interface. Based on the presented technical considerations, our view is that it is possible to reuse already adopted DROP INDICATION control frame for the purpose of letting the RNC know that RLC PDUs were dropped inside the Node B. With this approach, the error detection mechanism would reside in RNC,  based on which RNC will construe whether it is need to take the RLC re-establishment actions, thus avoiding a need to parametrize the correspondent mechanism inside Node B.

Proposal: Adopt the existent DROP INDICATION control frame to the Rel-10 TS 25.425 and TS 25.435.

The correspondent CRs introducing the DROP INDICATION control frame for Rel-10 can be found in [5] and [6].
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