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1 Introduction

RAN3 has identified 7 solutions for the X2-GW architecture [1]. Looking at these available options and their foreseen characteristics, we see the possible risk that RAN3 might embark in a reengineering of the DNS (for G1x solutions) or of the IP router (for G2x solutions). Therefore, we believe it is important to stress that IP routing is already capable of handling the issues raised: the Internet itself is a proof of its scalability.
We believe that all tasks normally handled by the SCTP/IP layer should be left aside. Furthermore, we also list some issues that can be removed, since they are already handled by other mechanisms.
2 Discussion
These are the solutions identified by RAN3 for further analysis:
1. G1A: RNL ID + registration with X2 setup request + X2GW(s) IP address in eNB by configuration;
2. G1B: RNL ID + registration with X2 setup request + X2GW(s) IP address in eNB by TNL discovery;
3. G1C: RNL ID + registration with new message + X2GW(s) IP address in eNB by configuration;
4. G1D: RNL ID + registration with new message + X2GW(s) IP address in eNB by TNL discovery;
5. G2A: target node IP address + TNL address discovery + X2GW(s) IP address in eNB by configuration;
6. G2B: target node IP address + TNL address discovery + X2GW(s) IP address learned by IPsec field of TNL discovery;
7. G2C: target node IP address + TNL address discovery + X2GW(s) IP address learned by new field added to TNL discover.
In all cases, it is assumed that the HeNB is configured with the IP address of its X2-GW, according to the principles already agreed [2].

These solutions result from the grouping of several options along 2 dimensions: one for X2 setup message routing (G1/G2), and the other for X2-GW IP address discovery by the eNB (A-D).
2.1 Scalable SCTP handling

Let us take a look at the scalability requirements for SCTP, discussed in [6]. “The selected solution should feature an aggregation of the SCTP connections between the eNB and the X2GW. The number of SCTP connections required between an (H)eNB when connected to X2GW should remain limited (one to several).” [6]
It is still unclear in what way the aggregation of several SCTP connections will improve scalability. SCTP is an end-to-end message-oriented transport layer protocol, and enables acknowledged message transfer via data chunks. Therefore, the sender needs to store sent messages until they are acknowledged by the receiver so that they can be retransmitted if lost. The acknowledgement mechanism is based on the Transmission Sequence Number (TSN) that identifies the data chunks. The messages can also belong to different streams that are used to separate UE- and non-UE-associated signaling [7].
Aggregating multiple X2 connections over one SCTP connection is against existing agreements [7], but for analysis reasons assume that it still would be considered. Then, the sending eNB still needs to store sent messages before they have been acknowledged, and in addition it needs to keep an internal mapping between the common TSN of the SCTP connection and the messages that belongs to the different individual X2 connections. Hence, this “flavor” of SCTP aggregation only increases the complexity of the eNB and the HeNB, not vice versa.
 Therefore, it is against the agreements in [7], it creates additional complexity in the network, and it hinders scalability instead of improving it.
Observation 1: Solutions which terminate SCTP at the X2-GW need SCTP aggregation at the end-points, which hinder scalability.
Proposal 1: Remove SCTP aggregation requirements.
2.2 X2 Setup Message Routing
When a new neighbor is found, in G1x solutions the source (H)eNB sends an X2 SETUP REQUEST including the RNL ID of the neighbor and the X2-GW does the necessary look-up and routing; in G2x solutions, the source (H)eNB sends an X2 SETUP REQUEST including the IP address of the neighbor (discovered using the existing TNL address discovery procedure) and the X2-GW routes it to the other X2 peer.
Clearly, all these solutions ignore the fact that SCTP is already supported end-to-end, and that existing IP routing will send all SCTP packets to its target destination (including all X2AP messages – the X2 SETUP REQUEST is just one example). Therefore, particular focus on X2 SETUP REQUEST routing is not needed, and these solutions can be removed.

Proposal 2: Remove dedicated X2 SETUP REQUEST routing solutions, since this is already handled by existing IP routing.
2.3 X2-GW IP Address Discovery
The X2-GW IP address could be either pre-configured in each eNB, similarly to what happens for each HeNB (solutions G1A/C and G2A), or received through appropriate signaling (solutions G1B/D and G2B/C).

Let us now look at available IP routing solutions. All routing algorithms are based on information about the destination address of an individual IP packet, as well as statistics for different routes etc. However, the sending node never indicates that specific intermediate nodes should be considered and utilized in the routing, unless this intermediate node provides additional functionality. Examples of the latter include network address translation, secure gateway functionality etc.

Therefore, it is important to analyze the end point TNL address discovery in light of the existence of an X2-GW. If this node provides additional functionality such as IPsec tunnels etc., then it is important information, but otherwise it is the end point TNL address that is important. Both SCTP and IPsec endpoint TNL addresses are already included in the eNB/MME CONFIGURATION TRANSFER messages IEs over S1AP. In other words, if the X2-GW simply acts as an IP router, it is not necessary to spend any effort in reengineering a routing functionality for it.
Proposal 3: X2-GW IP address handling requirements need to be related to the role of the X2-GW for IP routing.
2.3.1 Impact on X2 SETUP

Both G1x and G2x solutions require sending a new IE in the X2 SETUP message, containing either the RNL ID (solutions G1x) or the IP addresses (solutions G2x) of the target. In this respect their impact is equivalent, as already mentioned in [4].
Observation 2: IP routing is already capable of routing the X2 SETUP message to the SCTP endpoint, so neither solution is needed.
3 Conclusions and Proposals
The options considered by RAN3 for the X2-GW are based either on a DNS-like functionality (G1x solutions) or on an IP-router-like functionality (G2x solutions). Both these functionalities are best provided in the TNL layer (SCTP/IP), not in the application layer (X2AP): the way DNS and IP routing have been established for decades is the best proof of this statement. Trying to deploy these in the application layer is likely to result in a host of suboptimal solutions, especially since the DNS and IP routing solutions are already available. We believe this to be evidence enough to revisit some agreements as follows:

Proposal 1: Remove SCTP aggregation requirements.
Proposal 2: Remove dedicated X2 SETUP REQUEST routing solutions, since this is already handled by existing IP routing.
Proposal 3: X2-GW IP address handling requirements need to be related to the role of the X2-GW for IP routing.
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� Incidentally, this would have not been the case with the previously proposed SCTP concentrator: this additional complexity would have been encapsulated in the SCTP concentrator only, leaving the X2 peers completely unaffected.





