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1. Background
One of the objectives of the approved Rel12 SI on next-generation SON for UTRA and LTE [1] is to
 identify SON enhancements and new features needed for the interworking between existing features and user type differentiation based on of UE configuration UE capability UE characteristic or location. 
In last RAN3 meeting, the problem on which is the most useful grouping criteria for each of the selected SON features was discussed and it was suggested that grouping based on various criteria e.g. UE hardware, used service and user’s mobility should be studied[2].
In this paper, the load balancing mechanism is studied and the information of radio resource usage per QoS class is proposed to be exchanged between eNBs.
2. Discussion
According to the existing MLB mechanism, neighbor eNBs exchange load information with each other. If the traffic of one cell is heavy, the eNB serving the overload cell can choose one or more neighbor cells with low load for traffic offloading. The load information exchanged currently is very rough. For example, the radio resource usage of each cell is only indicated by the total PRB usage, the GBR PRB usage and the non-GBR PRB usage. The current load information only exposes the resource level of all services in a cell, but not the load difference of diverse service with different priorities. The following example will be used to illustrate the issue.
Small cells are frequently used for capacity enhancement. The load of small cell may often be high, since the macro eNBs which provides wide coverage would prefer to hand over UEs with high data rate services to its neighboring small cells. 
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Figure 1: overload scenario
In Figure1, eNB1 is a macro eNB serving a lot of UEs. eNB2 and eNB3 are pico eNBs and only few UEs connect to them. For there are no other users, eNB2 allocates 90% of its radio resource to UE1 which is using FTP service. Meanwhile eNB3 allocates 80% of its radio resource to UE2 and UE3 which are watching online high definition videos. In case overload occurs in eNB1, it may choose eNB3 to offload more traffic than eNB2 for eNB2’s load is higher than eNB3’s. 

However, the eNB3 is not a good target to offload traffic when compared with eNB2. Although both the FTP and online video are non-GBR services, they may cause different impact on user experiences while their data rates are reduced. Generally speaking, the FTP is not a delay-sensitive service. If the data rate of a FTP service is reduced by 20%, the user needs to wait 20% more time to finish a downloading task. It’s not a big deal in most cases. However, the online video is a delay-sensitive service, if the data rate of online video is reduced by 20%, the video display will not be smooth, and data buffering may occur. It will cause very bad user experiences. Obviously, it is a smart choice to select eNB2 to offload more traffic than eNB3. 

Besides, the ARP attributes of the services in neighboring cells can also be considered when performing offload cell selection. Take the Figure1 scenario as an example, FTP service are often regarded as pre-emptable service while online video as not pre-emptable service. When compared with eNB3, eNB2 can empty more resource for traffic from eNB1. 
Observation1：It is helpful for an overload eNB to select a proper cell for traffic offloading if the information of PRB usage per QoS class in neighboring cell is available.
If the load of eNB1 is very high, the capacity offered by eNB2 alone is not enough for traffic from eNB1.Then the eNB1 has to choose eNB3 for traffic offloading. In this case, eNB1 should avoid offloading services with lower QoS requirement than online video (such as FTP) to eNB3, because the traffic offloading is at the cost of the experiences impact on the users using higher prior services. In our understanding, traffic offloading should only be performed when it is do well for the whole system performance.  It may be better for an overload eNB to just release its low prior services than hand over them to neighboring cells to share the precious resource with high prior services.
Observation2：It is helpful for an overload eNB to decide which services should be offloaded to neighboring cells if the information of PRB usage per QoS class in neighboring cell is available.
However the PRB usage per QoS class of neighboring cells, which is very useful for MLB, is not available at the overload eNB now. The load per QoS class would be beneficial for the overload eNB to evaluate how many resources in the neighboring cells could be appropriated for its own prior traffic offloading. Therefore, we propose:

Proposal: RAN3 is asked to enhance the current MLB mechanism with the exchanging of PRB usage per QoS class.
3. Proposal
In this paper, we illustrated that the MLB performance can be improved if the PRB usage per QoS class is exchanged and propose: 
Proposal: RAN3 is asked to enhance the current MLB mechanism with the exchanging of PRB usage per QoS class.
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