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1 Introduction
In previous RAN3 meetings, architectures design supporting mobile relay were discussed. This contribution proposes a Mobile IP (MIP) enhancements for the existing Rel-10 relay architecture in order to support mobile relay with minimum standard impacts, and conducting performance analysis for three other candidate architectures supporting mobile relay, including Alt1 [1], Alt2 [2-4], and an enhancement of Alt2 namely Alt2+MIP, in the scenario of High-Speed Rail (HSR). 
The basic idea of Alt2+MIP is to integrate the functionality of Mobile IP (MIP) / Proxy MIP (PMIP) into DeNB of Alt2 so that the first DeNB to which a mobile relay attaches can function as the Home Agent (HA)/ Local Mobility Anchor (LMA) for the relay. In the case of the relay’s handover to a new DeNB, the new DeNB acts like a Foreign Agent (FA)/ Mobile Access Gateway (AMG) to the relay. By taking advantage of MIP/PMIP-related signalling procedure as presented in the next section, user plane transmission from S-GW to a UE under the mobile relay can be accomplished via IP forwarding (in the form of MIP tunnelling) from the HA/LMA to the FA/AMG directly, as illustrated in Figure 1.

[image: image1.emf]LTE Core Network

Mobile 

Relay

DeNB

Uu

P-GW(UE)

S-GW(UE)

S1-MME

S5/S8

S11

MME(UE)

Un

S1u

MME(RN)

DeNB

UE

Uu

UE

Mobile 

Relay

Uu

UE

Uu

UE

Mobility

Un

S1-M

ME

S1-MME

S1-MME

S1u

P/S-GW

(RN)

P/S-GW

(RN)

(HA/LMA) (FA/AMG)

(CN)

(MN)

(MN)

IP 

forwarding

Data transmission path


Figure 1. Alt2+MIP: applying the idea of MIP in Alt2
2 Performance Analysis
Performance criteria used for comparing the three architectures include (1) handover latency, (2) the number of control signals during handover, and (3) user plane transmission delay.
2.1 Handover (HO) Latency
The HO procedure between DeNBs for a mobile relay in Alt1 is displayed in Figure 2, and the case of Alt2 is displayed in Figure 3. Two major differences between Alt1 and Alt2 in the HO procedure are: 
(1) The likelihood for the need of S1/X2 setup and configuration update in Alt1 (estimated time denoted by TS1X2-Setup in the figures) should be much smaller than the case of Alt2.
(2) Path switch for UEs under the mobile relay is unnecessary in Alt1, since the mobile relay’s P/S-GW does not change after HO, while the mobile relay in Alt2 is required to finish the path switch for all UEs.
The HO procedure for Alt2+MIP is displayed in Figure 4, in which MIP-related operations include the discovery of CoA (care-of-address), and binding update (BU)/binding acknowledgement (BU ACK) between the HA/LMA (Source DeNB) and the FA/AMG (Target DeNB). It’s worth mentioning that path switch for UEs is unnecessary in Alt2+MIP, since the HA acts as the mobile relay’s P/S-GW. In this way, user plane transmission from UE’s P/S-GW to the UE is first going through the HA/LMA and then the FA/AMG in Alt2+MIP.
Notations for representing timing information at each step during HO are also displayed in Figures 2~4. The summary of the notations used in this contribution is given in Table 1.
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Figure 2. Handover Procedure in Alt1
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Figure 3. Handover Procedure in Alt2
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Figure 4. Handover Procedure in Alt2+MIP
Table 1. Summary of Parameters used in the contribution

	Notation
	Description

	TCP-processing
	Control plane processing time

	TUP-processing
	User plane processing time

	TRadio-link
	Transmission time via radio link

	TWired-link
	Transmission time via wired link

	TSync
	Estimated time for finishing synchronization

	TNAS
	Estimated time for finishing NAS-related operations

TNAS = 2 × TRadio-link + 2 × TWired-link + 4 × TCP-processing

	TOAM
	Estimated time for finishing OAM-related operations

TOAM = 2 × TRadio-link + 2 × TWired-link + 4 × TCP-processing

	TSwitch
	Estimated time for finishing DL path switch

TSwitch = TCP-processing

	TS1X2-setup
	Estimated time for finishing S1/X2 setup

S1 setup：RN ( Target DeNB ( MME(UE) 

X2 setup：RN ( Target DeNB ( Neighbor eNB
TS1X2-setup = 2 × TRadio-link + 2 × TWired-link + 4 × TCP-processing

	PS1X2-setup
	Probability for Target DeNB in Alt1 to set up S1/X2 interface with its neighbors

	NUE
	Number of UEs under Mobile Relay (only used in Alt2)

	TUE-path-switch
	Estimated time for transmission of path switch requests of all UEs under Mobile Relay in Alt2

(RN→Target DeNB)×NUE + Target DeNB(MME (UE) + MME (UE) ( 

S-GW(UE)
TUE-path-switch = NUE × TRadio-link + 4 × TWired-link

	TCoA
	Estimated time for finishing MIP-related operations (only used in Alt2+MIP)

TCoA = TRadio-link + 2 × TWired-link + TCP-processing

	TIP-forwarding
	Transmission time via IP forwarding (only used in Alt2+MIP)
TIP-forwarding = TWired-link

	TrainSpeed
	Speed of HSR Train

	RadiusDeNB
	Radius of DeNB coverage area


By adding up the time needed at each step in the HO procedure, the HO latency for the three architectures is calculated as follows:

HOLatencyAlt1    =  3×TRadio-link + 7×TWired-link + 2×TCP-processing + TSync + TNAS + TSwitch + TOAM + PS1X2-setup× TS1X2-setup
HOLatencyAlt2    =  3×TRadio-link +7×TWired-link +2×TCP-processing +TSync+TNAS + 2×TSwitch + TOAM + TS1X2-setup + TUE-path-switch
HOLatencyAlt2+MIP =  3×TRadio-link + 2×TWired-link + 2×TCP-processing + TSync +TNAS + TOAM + TCoA
Note that as shown in Table 1, the estimated time for finishing transmission of path switch requests of all UEs in Alt2 (i.e. TUE-path-switch) is the summation of (1) the transmission time of sending NUE requests via the radio link, which is NUE × TRadio-link, and (2) the transmission time in EPC needed for the last path switch request, which is 4 × TWired-link.
2.2 Number of Signals during HO
By counting up the control signals needed at each step in the HO procedure, the total number of signals during HO for the three architectures is calculated as follows:

NumSignalAlt1   = 20

NumSignalAlt2   = 24 + 5×NUE
NumSignalAlt2+MIP = 14
2.3 User Plane Transmission Delay in LTE 
There are two cases in calculation of the transmission delay from UE’s P/S-GW to the UE: (1) transmission delay without HO, and (2) transmission delay during HO, as explained in the following.
(1) User plane transmission delay without HO
As illustrated in Figures 5~7, the transmission in the user plane goes through the typical transmission path in each architecture without considering the case of HO. The user plane transmission delay is calculated as follows: 
UPTxDelay Alt1   =  2×TRadio-link + 2×TWired-link + 4× TUP-processing
UPTxDelay Alt2   =  2×TRadio-link + 1×TWired-link + 3×TUP-processing
UPTxDelay Alt2+MIP =  2×TRadio-link + 1×TWired-link + 4×TUP-processing + TIP-forwarding
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Figure 5. user plane transmission without HO in Alt1
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Figure 6. User plane transmission without HO in Alt2
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Figure 7. User plane transmission without HO in Alt2+MIP

(2) User plane transmission delay during HO

During HO, the user plane transmission delay is the summation of the HO latency and the transmission delay without HO, as follows:
UPTxDelayHO = HOLatency + UPTxDelay (applied for Alt1, Alt2, Alt2+MIP)
(3) Average user plane transmission delay

In order to calculate the average transmission delay in the user plane, we need to estimate the average ratio of the HO latency over the sojourn time within a DeNB: 
RatioHOLatency     = 
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Given the ratio of HO latency, the average user plane transmission delay can be obtained accordingly as follows:
AvgUPTxDelay  = UPTxDelay × (1-RatioHOLatency) + UPTxDelayHO × RatioHOLatency
3 Numerical Results
The value assigned to each parameter in performance analysis is summarized in Table 2, which is mainly according to R2-074084 [5] and R3-100046 [6]. Note that the estimated time for EPC transmission (TWired-link) in R2-074084 ranged from 2ms to 15ms. In the scenario of HSR, we assume wireline backhaul network is composed of fiber optic links, thus the value of TWired-link is assigned as the best case of 2ms in Table 2. The estimated time for IP forwarding from the HA/LMA to the FA/AMG in Alt2+MIP is also 2ms accordingly.
Table 2. Summary of Parameter Values (Ref. [5], [6])

	Parameter
	Value

	TCP-processing
	5 ms

	TUP-processing
	1 ms

	TRadio-link
	2 ms

	TWired-link
	2 ms 

	TSync
	20 ms

	TNAS
	28 ms

	TOAM
	28 ms

	TSwitch
	5 ms

	TS1X2-setup
	28 ms

	PS1X2-setup
	≃0

	NUE
	150, 300, 450, 600, 750

	TUE-path-switch
	2×NUE + 8 ms

	TCoA
	11 ms

	TIP-forwarding
	= TWired-link =2 ms

	TrainSpeed
	350 km/hr

	RadiusDeNB
	2, 14.53, 29.53, 77.34, 100.16 (km)


The HO latency for each of the three architectures is displayed in Figure 8, in which the HO latency of Alt2 goes up as the number of UEs increases. The HO latency remains the same as the number of UEs varies in Alt1 (111ms) and Alt2+MIP (107ms). Figure 9 displays the number of signals during HO. Again, the number of signals of Alt2 goes up as the number of UEs increases, while the number of signals of the other two architectures remains the same.
The user plane transmission delay without HO for each of the three architectures is displayed in Figure 10. The average user plane transmission delay in the HSR scenario (as shown in Figure 11) under different radius sizes of DeNB coverage and under different numbers of UEs is displayed in Figure 12 and Figure 13, respectively. Figures 8~9 and 12~13 demonstrate the performance of Alt2 highly depends on the radius size of DeNB coverage and the number of UEs.
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Figure 8. Handover Latency 
Figure 9. Number of Signals during HO
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Figure 10. User Plane Transmission Delay without HO 
Figure 11. Scenario for calculating AvgUPTxDelay
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Figure 12. AvgUPTxDelay under different RadiusDeNB 
Figure 13. AvgUPTxDelay under different NUE
4 Comparison and Conclusion
Comparison for the three architectures supporting mobile relay in terms of performance analysis is summarized in Table 3.
Table 3. Summary of performance comparison of the architectures
	Architecture 
Metric
	Alt1
	Alt2
	Alt2+MIP

	Handover Latency
	Low
	High
	Low

	Number of Signals during Handover
	Medium
	High
	Low

	User Plane Transmission Delay
	Low
	Low
	Low

	Impact of the number of UEs on performance
	No impact
	High impact
	No impact

	Impact of DeNB coverage radius on performance
	No impact
	High impact
	No impact

	Standardization Effort
	High (Ref. [7], [8])
	Low
	Low


According to the performance analysis and comparison above, we observe that:
The Alt 2+MIP requires less signalling overhead and handover latency, which shows better performance than Alt1 in the high speed train scenario. Furthermore, the relay architecture of Alt 2+MIP reuses the Rel-10 fix relay architecture and addresses relay mobility issues at IP network layer, which provides least impacts to relay standard and products, That is, same RN product for fixed and mobile relay because the mobility has been resolved by MIP network routing configurations at the IP layer. 
Proposal 1:
Alt2+MIP shall be included in the TR 36.416 as the baseline architecture because it is the same architecture as LTE Rel-10 RN architecture. 
Proposal 2:
The performance analysis in this paper shall be included in the TR 36.416.
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