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1 Introduction 
Based on the recent discussions in SA2 and RAN2, some new indicators, i.e. a “MTC indicator” and/or a “low priority indicator”, will be introduced in the RRC connection setup procedure. This document considers the corresponding impact on the overload control procedure and provides some potential solutions for improving the precision and flexibility of such functionality.
2 Discussion
The need for both a “low priority indicator” and a “MTC indicator” is still being discussed between SA2 and RAN2/3 (e.g. in [1]), and it is expected that a final decision will be taken during the joint session among different WGs to take place during this meeting. 

However, in the rest of this contribution it is assumed that, besides a service-agnostic (i.e. not MTC specific) “low priority access” indicator, a “MTC indicator” will be used to identify a UE configured for MTC, e.g. with the goal to apply selective RRC request rejections (upon CN overload indications), possibly with an extended “wait time”, and to select a specific SGSN/MME node [2].
2.1 Wait time
To spread the re-attempts of rejected users and then reduce the signaling load for CN nodes, a “wait time” indication is provided in the RRC Connection Reject message. Considering that the density of MTC devices may be much higher than normal UEs, longer “wait times” for MTC devices have been proposed by several companies in the previous RAN2 meetings.

With the current procedures, the “wait time” value for each user is decided only by the RAN node. When CN overload happens, the CN node only sends a simple information to the RAN node, e.g. to restrict “mo-data” or restrict “mo-data” and “mo-signaling”. From these messages the RAN node cannot estimate exactly when the CN node could recover. If the wait time provided by the RAN node is too short and the CN node has not recovered yet, radio resource will be wasted since the UE will unnecessarily occupy PRACH resources (which may also increase the RACH collision). If the wait time provided by the RAN node is too long, the radio resources will be left un-used and the whole system efficiency will be decreased.
In R8/R9, the wait time for LTE can be configured in the range from 1 to16 seconds, while it can be configured in the range from 0 to 15 seconds for UMTS. So the range is quite limited and even if the wait time is not estimated precisely this will not lead to a big difference. But if longer wait times are introduced, e.g. up to one hour, setting an imprecise wait time will probably severely decrease the system performance.
In order to assist the wait time decision of the RAN node, it’s proposed to let the CN node provide a reference wait time (at least for MTC devices) to the RAN node. Since only the CN node knows its real congestion level and remaing capacity, it can more precisely estimate the recover time based on its  overload control strategy.
For example, the reference wait time could be carried in the OVERLOAD START message, and reset to zero (or to very low values) when the OVERLOAD STOP message is received.
Proposal 1: The CN node shall provide a reference wait time to help the RAN node to increase the precision of “wait time” during RRC Connection Reject procedure. 
2.2 S1 signaling limitation
With the current mechanisms, MMEs within a pool provide their relative MME capacities to eNBs, to achieve the load balance functionality. Considering the potential need to support a huge number of MTC devices in the network, there could be some drawbacks with this load balance mechanism:
· The MME may not update its “relative MME capacity” frequently enough, so there’s the risk that the eNBs connected to the MME pool will direct most of the MTC devices to a small amount of MMEs which apparently have higher “relative MME capacity”, thus leading to overload of these MMEs.
· The “relative MME capacity” is a quite rough information. The eNBs can not estimate the real signaling processing capacity of the MME or, better, the number of UE contexts it can support. When many MTC devices activate in a synchronized manner and try to access the network in a short time, the eNB does not really know when to stop directing these MTC devices to the different MMEs, again leading to possible overload of the MMEs. 
In order to overcome these drawbacks, it’s proposed that the CN nodes provide their real signaling processing capacity to the eNBs. In this case the eNBs connected to these CN nodes can more precisely estimate the remaining signaling processing capacity of the different MMEs and take proper actions (e.g. restrict or completely reject connections to those MMEs) in order to avoid CN overload.
For example, the MME can communicate the “maximum number of UE contexts per second” it can support to the eNBs. In particular, assuming that the MME connects with N eNBs and that the number of UE contexts per second it can establish is A, then the MME can set the “maximum number of UE contexts per second”  = A/N and send it to each eNB to ensure that the total number of established UE contexts per second will not exceed its capacity. Specifically, the “maximum number of UE contexts per second” could be put in one of the current S1-AP signaling messages like MME STATUS TRANSFER, MME CONFIGURATION UPDATE, MME DIRECT INFORMATION TRANSFER, or MME CONFIGURATION TRANSFER.
Proposal 2: The CN node shall provide its real signaling processing capacity to the eNBs, e.g. by communicating the “maximum number of UE contexts per second” it can establish. 

If it will be finally agreed that there will be some special MTC-optimized MMEs, the proposal above could be specialized for MTC devices, i.e. the MMEs could communicate the “maximum number of UE contexts per second for MTC devices” they can support.
Proposal 3: The CN node shall provide its real signaling processing capacity for MTC devices to the eNBs, e.g. by communicating the “maximum number of UE contexts per second for MTC devices” it can establish. 
3 Conclusion 
In this contribution some impacts on the overload control procedure due to the support of MTC devices have been analyzed, and some potential solutions for improving the precision and flexibility of such functionality have been suggested:

Proposal 1: The CN node shall provide a reference wait time to help the RAN node to increase the precision of “wait time” during RRC Connection Reject procedure. 
Proposal 2: The CN node shall provide its real signaling processing capacity to the eNBs, e.g. by communicating the “maximum number of UE contexts per second” it can establish. 

Proposal 3: The CN node shall provide its real signaling processing capacity for MTC devices to the eNBs, e.g. by communicating the “maximum number of UE contexts per second for MTC devices” it can establish. 
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