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1. Introduction

As described in [1], a key objective of the study item Network Energy Saving for E-UTRAN is to identify potential Inter-RAT energy saving solutions and evaluate their gains. One scenario concerned in [1] is that UTRAN Cell A provides basic coverage in the area, while E-UTRAN Cell B enhances the capacity and/or data rates in the area.  In this contribution, we evaluate the energy saving gain and the impact on network performance for this scenario, using a basic load-based algorithm to decide on (de-)activation of cells.
More specifically, we present how energy saving, call blocking and throughput performance depend on the level of aggressiveness of the energy saving mechanism, which is specified by the thresholds of switching on/off UTRAN/E-UTRAN resources according to the traffic load. 
The results presented in this contribution show that an inter-RAT energy saving mechanism can deliver significant energy saving, while still meeting the performance requirements the network is dimensioned for. More specially,
· For a capacity-oriented network, the network performance is quite insensitive to the energy saving threshold settings. Energy saving does not lead to violation of the network performance design targets.
· When the network is lightly loaded, the network performance can be traded for higher energy saving. But even with the most aggressive energy saving, it exceeds the performance requirements.

· The amount of energy saving increases with the level of aggressiveness of the energy saving mechanism. For a capacity-oriented network, the energy saving gain could reach to around 20%, while for lightly loaded network it could be even higher.
It is therefore proposed to continue the work on inter-RAT energy saving in RAN3, and study which elements need to be standardized to enable inter-RAT energy saving, also in a multi-vendor environment.
2. Energy saving algorithm and simulation scenario 

In our simulations we analyse the earlier mentioned use case from [1], assuming Cell A is a Dual-cell HSPA cell and Cell B is an E-UTRAN cell with carrier bandwidth of 10 MHz (see Table 1 in the appendix for detailed system settings). 
The energy saving algorithm works as follows (see also Figure 1). As the total load (including the HSPA cell load and the LTE cell load) decreases below threshold Th(1) then the 10 MHz LTE carrier is switched off. If the total load decreases further below Th(2) then the second HSPA carrier is additionally switched off. The 5 MHz HSPA system is always on regardless of the traffic for basic coverage reasons. When, conversely, the total load increases and exceeds threshold Th(2) plus a hysteresis HYS then the second HSPA carrier is switched back on. If the total load increases further and exceeds Th(1) plus a hysteresis HYS then the LTE carrier is switched on again. 

For our simulations, we defined the system load as follows. The HSPA cell load (denoted loadH) and the LTE cell load (denoted loadL) are defined as window averaged transmit power of the HSPA or LTE cell normalized with the maximum downlink transmit power (40 W). The total (multi-RAT) load is defined as: (loadH + loadL)/2. It is assumed that, both for LTE and DC-HSPA, the control channels consume 20% of the maximum downlink transmit power. Other than switching on/off LTE cells or the second HSPA carriers, no changes are made to the system configuration. In particular, no adaptations are made to any of the system parameters, like e.g. the antenna tilt.

[image: image1]
Figure 1: Energy Saving Algorithm 
Four different scenarios are simulated: high and low loading of the network at peak hour and high and medium penetration of LTE terminals. A network performance target is set at less than 1% blocking rate and a 10th throughput percentile of at least 256 kbps, requirements that should hold at any hour of the day. Given a network layout with parameters in Table 1, the peak hour traffic load has been maximised under these performance constraints. For 50% LTE penetration rate, the maximum peak hour traffic load is 350 calls/second with average call size of 5 Mbits. Using the normalised traffic profile in the appendix, the daily traffic load fluctuations are derived. 

	Scenario
	Low load (200 calls/sec)*
	High load (350 calls/sec)*

	Medium LTE penetration (50%)
	Case 1
	Case 3

	High LTE penetration (100%)
	Case 2
	Case 4


* With average call size of 5 Mbits.
As explained above, Case 3 is the scenario for which the network is dimensioned. In the other 3 cases, the traffic load is (effectively) lower than the network is dimensioned for. The HSPA penetration rate of terminals is fixed at 100% since HSPA is to ensure basic coverage. The daily traffic profile (normalized to the peak traffic load) is shown in Figure 5 in the appendix. 

Refer to the appendix for the other simulation settings, including system-level simulation parameters, the way of user throughput calculation, the energy consumption model, etc. 

3. Simulation results

In the simulations, we investigated energy saving gain, average throughput, 10th throughput percentile (which can be loosely interpreted as the cell edge throughput), and call blocking probability with different values of the energy saving thresholds Th(1) and Th(2), and HYS fixed to 0.01. The different settings are denoted by ES1–ES5, which are labelled in order of increasing aggressiveness, with ES1 the most conservative and ES5 the most aggressive scheme (see Table 2 in the appendix for the threshold values used for ES1-ES5). The reference case, without energy saving functionality, is denoted ES OFF. 
Figure 2 − Figure 4, respectively, show the 10th throughput percentile, the average throughput and the blocking probability versus the achieved energy savings (relative to the reference case). The depicted metrics are those that hold for the worst hour, which in all scenarios turns out to be the hour with the peak traffic load, even for the cases with the most aggressive energy savings scheme. We can derive from the figures that
· For a capacity-oriented network (i.e. Case 3), all three performance indicators are quite insensitive to the energy saving threshold settings. Moreover, they are also equal to the value for the reference case. In other words: the energy saving mechanism does not lead to violation of the network performance design targets (cell edge throughput, average user throughput and blocking probability). Considering this insensitivity, ES5 provides the highest energy gains (about 20%), while indeed still satisfying all performance requirements.
· When the network is lightly loaded (i.e. Cases 1, 2 and 4), the worst-hour 10th throughput percentile and the worst-hour average throughput can be traded for higher energy saving. But even with the most aggressive energy saving (ES5), they exceed the performance requirements (e.g. compare Case 1 and Case 3).

· In all the cases, the amount of energy saving increases with the energy saving thresholds. The amount of energy saving depends also on the network load. For a capacity-oriented network, the energy saving gain could reach to around 20%, while for lightly loaded network it could be even higher, e.g. in the range of 30~50% in our simulations.
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Figure 2: 10th throughput percentile with regard to energy saving (ES) gain for the 4 cases with different levels of energy saving. 
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Figure 3: Average throughput with regard to energy saving gain for the 4 cases with different levels of energy saving. 
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Figure 4: Blocking probability with regard to energy saving gain for the 4 cases with different levels of energy saving.

To provide a more detailed insight in the network behaviour during the day, a few more graphs are provided in the appendix. Figure 7 − Figure 9 show the variation during the day of the 10th throughput percentile, average throughput and blocking probability for Case 3 for ES OFF and ES1-5. We can conclude that the worst 10th-percentile throughput, average throughput, and blocking probability occur always at the same time no matter the level of energy saving. For non-peak hours, there is a trade-off between performance levels and amount of energy saving achieved, without a violation of the targeted minimum performance levels.

A more detailed analysis of the simulation traces indicated that for all threshold settings ES1–ES5, cells were only switched on/off once per day. No ping-pong like behaviour was observed in the simulated scenarios. The key difference between ES1-5 is the duration of the effectively induced single window of ‘reduced network configuration’.
Figure 10 compares the utilization of active radio resources between ES OFF and ES5 for Case 3. It demonstrates that energy saving increase the utilization of the active resources mainly around the transition between high load and low load. During peak traffic hours, cells are rarely switched off and hence the utilization is similar. At night time, when the traffic load is very low, active cells hardly transmit more than just the common channels and hence the active resource utilization is always about 20%, regardless of the energy saving scheme.
4. Conclusion / Proposed way forward

Significant energy savings can be achieved by an inter-RAT energy saving approach. For the presented scenarios the energy savings can be up to approximately 20% for a capacity-oriented network and even more for lightly loaded networks. As demonstrated, an energy savings algorithm can be designed such that the network performance requirements are still satisfied. 
Therefore, we propose to use the scenario, proposed algorithm, and the simulation analysis in this work as a basis for a text proposal for the corresponding sections 5.1 to 5.3 in the energy saving TR as agreed upon in [3]. 
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Appendix 
A. Simulation parameter settings

Table 1: Simulation Parameters

	
	Parameter
	DC-HSPA
	LTE

	SYSTEM
ASPECTS
	Operating Band
	2100 MHz
	2600 MHz

	
	System Bandwidth
	10 MHz
	10 MHz

	
	Inter-Site Distance
	500 m
	500 m

	
	Antenna tilt
	9.2o
	9.2o

	
	Max DL Power @ 10 MHz
	40 W
	40 W

	
	Multi-RAT Deployment
	Co-located, co-azimuthed
	Co-located, co-azimuthed

	
	DL coverage threshold
	RSCPCPICH > -115 dBm
	RSRP > -127 dBm

	
	UL coverage threshold (max path loss)
	-130 dB
	-140 dB

	
	Minimum acceptable DL bit rate
	256 Kbps
	256 Kbps

	
	Receiver noise figure
	8 dB

	TRAFFIC ASPECTS
	Call (file download) size
	Lognormally distributed with mean 5 Mbit
and coefficient of variation 1.5

	
	Call arrival process
	Poisson arrival process with time-dependent arrival rate, as given by a scaling factor ( the normalised daily traffic profile depicted in Figure 5

	PROPAGATION
ASPECTS
	Path loss model
	Okumura-Hata, suburban environment

	
	Antenna height
	30 m
	30 m

	
	User terminal height
	1.5 m

	
	Shadowing model
	Standard deviation of 9 dB, inter-site correlation of 0.7

	
	Indoor penetration loss
	17.6 dB

	
	Minimum coupling loss
	75 dB

	
	Antenna diagram
	Based on a typical Kathrein antenna

	
	Main lobe antenna gain
	17 dB, minus 5.5 dB of cable/feeder/slant loss, gives 11.5 dB
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Figure 5: Daily traffic load variation.
B. Energy savings algorithm parameter settings

Table 2: Energy saving algorithm parameters.
	
	Th(1)
	Th(2)
	HYS
	Decision
interval
	Averaging
window
	Note

	Energy Saving off (ES OFF)
	NA
	NA
	NA
	5 min
	5 min
	Reference case, no energy saving

	Energy Saving 1 (ES1)
	0.30
	0.15
	0.01
	
	
	Most conservative energy saving

	Energy Saving 2 (ES2)
	0.35
	0.17
	0.01
	
	
	  


	Energy Saving 3 (ES3)
	0.40
	0.20
	0.01
	
	
	


	Energy Saving 4 (ES4)
	0.45
	0.21
	0.01
	
	
	


	Energy Saving 5 (ES5)
	0.47
	0.22
	0.01
	
	
	Most aggressive energy saving


C.  Throughput calculation
The data rate Ri of user i that is active in (LTE or HSPA) sector s is determined as follows:

Ri = (1/ns)*min{Rmax, BW*γ*log2(1+SINRi)},
where:

ns


is the number of on-going sessions in sector s

Rmax

is the RAT specific peak rate. This is 21.6 Mbps per 5 MHz HSPA carrier, 792 Kbps per 


resource block (180 kHz) in LTE

BW
is the currently available bandwidth at the cell (the switched off spectrum for energy saving purpose is not counted).

γ


is the RAT spectral efficiency factor (0.6 for both HSPA and LTE)

D. Energy consumption model
The energy consumption model is based on the proposal in [2], and with the assumption that both HSPA and LTE share the same base station cabinet (co-location) as presented in Figure 6. The site power consumption is determined based on three components:

· Fixed site consumption of 40 W (regardless of traffic and energy saving state ON/OFF) for the air-conditioning and power supply;
· RAT specific consumption of 110 W based on energy saving state ON/OFF for the signal processing units.

· Sector specific RF power consumption of 100 W based on the energy saving state ON/OFF and traffic level.
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Figure 6: Energy Consumption for HSPA and LTE sharing the same base station cabinet; Air-conditioning unit and voltage & rectifier unit are also shared between HSPA and LTE.
E. Additional simulation results
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Figure 7: 10th throughput percentile per hour for Case 3 with different levels of energy saving.
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Figure 8: Average throughput per hour for Case 3 with different levels of energy saving.
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Figure 9: Blocking probability per hour for Case 3 with different levels of energy saving.
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Figure 10: Utilisation of active resources for Case 3: without energy saving vs. most aggressive energy saving
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