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1 Introduction 

This contribution looks at the use case relative to metering and how to best approach the challenges offered by such use case. It also considers possible impacts on the standard in order to continue and focus the subject considering what was discussed already at previous RAN2 meetings.
2 Discussion
2.1 Use Case Description

2.1.1 Types of Machines

The type of machines the present contribution aims to focus on is smart meters, which are installed in fixed locations (as for example assumed by [1]) and present such connectivity layout by means of which part of them is connected to the wireless/mobile network and part of them is connected to the fixed network. 
2.1.2 Traffic Characterization
The traffic is assumed to be characterized as follows:

· The data typically transmitted is up to a few Kbytes, with occasional software upgrades taking place (sizes between 500 and 1000 bytes are assumed as typical in [1]);
· The traffic type is only non –GBR and it can be further distinguished in:

· Meter Originated( Periodic measurements (interval from minutes to days, intervals of 5 min up to 24 hours have been mentioned by both [1] and [2]) and Event Based Reporting (e.g. alarms, with reporting delays in the range of minutes and possibly higher priority than periodic measurements);
· Meter Terminated( Configuration changes and software upgrades.

· The communication is primarily unicast and occasionally multicast.
2.1.3 Device Properties

It should also be considered that such type of devices may have limited power supply.
2.2 Challenges to consider
2.2.1 Accessibility

The aspect of accessibility can be analyzed according to different standpoints and it can be seen that:
· In case the communication is initiated by the meters, there is an issue if there occur mass access attempts for example in case of synchronized periodic measurements or unanticipated mass events (e.g. power failure), as analyzed from a RACH load perspective by [2];

· In the case of network initiated communication, still it should be considered how to handle the fact that a high number of meters needs to be accessed;
· More over, meters may need to report critical information to the server at certain times, which means the aspect of priority, should not be neglected.
By looking at figures previously discussed, it can be seen that in the most drastic scenario there could be over 35000 meters per cell (quoted by [2]), whereas [1] mentions a density of 1000 meters/sector, considering a mix of devices connected to aggregators and devices directly reporting via wireless.

In the following sub clauses we analyze how the application can be designed to cope with some of the challenges presented considering accessibility. However, it is also considered worth taking a closer look at aspects related to RACH, to understand how that can complement other mechanisms to improve accessibility. It appears also from the discussion outcome documented by [3] that excessive RACH access attempts may be an area of concern and further investigation is appropriate.
2.2.1.1 A possible approach in case of periodic measurements
The figure below illustrates how periodic measurements could be made into semi-periodic, with the advantage to stagger in time the reports, avoiding access collisions.
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Fig.1: Semi-Randomization of Periodic Reporting
As it can be seen, it is possible to avoid the complete synchronization of measurement reports by defining a report transmission opportunity period instead of a fixed reporting point in time. 

This way, the measurement report transmission attempt is made a randomized time after the end of the measurement period.
This randomized time is between the end of measurement period and a predefined report transmission deadline, which can be thought to be relatively long, to make ‘room’ for a high number of meters to report without encountering accessibility issues.
This mechanism can be realized at application level.
2.2.1.2 A possible approach in case of event-triggered reporting.

Also in the case of event based measurement reporting, a similar approach to the one described above can be adopted, whereby the problem of colliding access attempts is minimized by introducing a randomization mechanism, as described by the figure below.
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Fig.2: Semi-Randomization of Event-Based Reports
The randomization described above is considered useful also for the case of events, because some events may happen to be externally synchronized, for example in case of power failure in a certain geographical area. It is mentioned by [1] that allowed delay for the device to re-attach after an outage would typically be up to 15 minutes.
This mechanism can also be realized at application level.

2.2.1.3 Mechanisms for Network Initiated Communication
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Fig.3: Staggered Transmission from Network to Meters
The picture above describes how the network could ensure that not all meters are accessed at the same time, for example when downloading software upgrades or instructing the devices to execute a certain operation (i.e. lower power consumption).
The server selects a randomized data transmission time for each meter:
· Randomized time is between the time the data is ready for transmission and predefined transmission initiation deadline;
· Report transmission deadline is relatively long (up to few minutes); this is done to avoid synchronized paging and following access to network.
It is assumed that such behavior can also be implemented within the application.

2.2.1.4 The aspect of Access Priority

In this case, we should distinguish between Meter Originated and Meter Terminated communication, where it can be considered that:

· For Meter Originated cases, AC barring can be used, assigning AC=13 (utilities) to meters;
· For Meter Terminated cases, it would be possible to define (or re-introduce) an access/paging cause to the paging messages over the S1 and Uu interfaces (paging cause already exists on Iu), which can then be propagated (echoed) by the UE to the RRC CONNECTION REQUEST message, as establishment cause; this approach requires standard modifications in the RAN, EPC/CN and UE.
2.2.2 RAN Resource Consumption Optimization

2.2.2.1 Unicast Traffic

In this case, it would be possible to rely on the SPID concept, hence having an inactivity timer dependent on the subscriber profile (configured as the associated behavior by the operator on a meter subscription basis), so that the RAN could treat meters differently than regular users, for example applying a much shorter inactivity timer to meters.
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Fig.4: Characterization of Unicast Traffic for Meters

When assigning the AMBR, it should be considered that the normal device behavior would imply that the typical burst and hence required bandwidth are very small, so also the AMBR could be assigned very low to avoid excessive resource consumption. More over, it can be assumed that in case of higher bandwidth demand, the AMBR could be temporarily modified (i.e. increased) via IMS/PCRF. Higher bandwidth demand can arise in case of e.g. software upgrades, but from data provided by [1], such upgrades do not occur very often (every 90 days is mentioned), which means that proper AMBR assignment is of high importance for this kind of traffic behavior.
2.2.2.2 Multicast Traffic
Considering the nature of the traffic, it can be seen that even if the same information needs to be sent to multiple meters, as mentioned by [1], not necessarily the actual transmission needs to be multicast. This can be because for example:
· The actual situation occurs seldom;
· The transmission needs to be reliable (for instance over TCP);

· The concerned meters present different connectivity, hence different access technologies may have to be used anyway to reach them;

Hence, it appears logical that if possible unicast communication should be adopted, or alternatively it should be consider that there are available user plane based multicasting solutions, like IP-Multicast, potentially in combination with MBMS. 
2.2.3 Mobility Management
When looking at mobility, it should be noted that:

· The meter is likely to have no or very limited mobility in RRC connected state;
· The meter may be located (permanently) at the cell border, with the potential risk of ping-pong and high measurement report intensity in case of ‘default’ measurement configuration;

· The data typically transmitted is small.

Therefore, it can be seen that there is potential for defining mobility control in a different way for meters, i.e. UE with known mobility pattern.

For example, SPID could be used to allocate a certain behavior (in terms of HO thresholds, event types, event trigger thresholds) particularly to meters.

2.2.4 Battery Power Savings

The meter is typically connected to a grid, and needs to have connectivity also during power failure periods.
Because of this, it is consider beneficial to limit the amount of time the UE/meter needs to be ‘awake’, by for example also here using the SPID concept to define specific inactivity supervision or long DRX silence periods associated to such subscriber profile.
3 Conclusion and Proposal
From the discussion and considerations presented above, it can be concluded that:

· Efficient support of smart meters poses requirements on the application, which should be able to:

· configure measurement reports so that they are semi-randomized to improve accessibility;

· distribute access attempts from network to meters in order to avoid collisions;

· At the same time, it appears that most of the required functionality is already in place in the eNB and the EPC:
· Priority handling: ACB could be re-used in case of meter-initiated communication;

· Efficient RAN resource handling: Subscriber profiles (SPID) could be associated to a meter specific inactivity supervision, which means the meter UE would be typically released much faster when becoming inactive, comparing to a regular UE;

· Efficient RAN resource handling: AMBR could be assigned low assuming the typical device behavior of small bursts with large time interval in between, with the understanding that AMBR can be temporarily modified when higher bandwidth is required;
· Mobility Management: Subscriber profiles (SPID) could be associated to a meter specific mobility behavior (in terms of HO thresholds, event types, event trigger thresholds);
· Battery Power Savings: here as well, it is possible to use the SPID concept so that meters have for example a long DRX silence period in order to save battery.

· Nevertheless, it is important to consider that there may be a need to improve accessibility prioritization for MT data sessions, in particular:
· It would be important that meters are recognized as (for example) low priority UEs when they access the system in a MT session case; this can be achieved by re-introducing the paging cause over the S1 and Uu interfaces and specify the UE behavior so that the same cause is echoed in the RRC Establishment Request (as establishment cause).
· It should also be considered that although this contribution shows how much is already available in the current specifications, it does not aim to rule out investigations on specific aspects which may need optimization. In particular, investigations about aspects related to the RACH channel are worth looking at.
RAN3 is kindly asked to discuss the above conclusions and agree on whether such assumptions can be acknowledged in the continued discussion on machine type communications.
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