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1. Introduction
Load balancing requirement and use case has been captured in TR 36.902[1]. And by far we have the solutions of Load balancing defined in TS 36.423[2] by exchanging mobility parameters between two cells.
But indeed there are some other use cases in which the neighbor cell has no additional resource to accept the access traffic from the source cell. Thus the user in the source cell may cause unsatisfied experience due to the possible call drop. As the target of load balancing mechanisms is to automatically adjust cell reselection and handover parameters in order to cope with unequal traffic load and local congestion and increase the overall system capacity, while minimizing the human intervention in network management and optimization tasks, the target cell shall look for the other possible cells which can partake the load rather than simply reject the mobility change request sent from the source cell. 
This paper discusses the use cases and requirements of Load balancing among more than two cells. 
2. Discussion
Two possible scenarios for Load Balancing among more than two cells:

1: target cell is full but there is a third cell can off load the traffic which is also the neighbour of source cell. 
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In this scenario, the cell A may have already exchanged load information and may have tried to offload the traffic from cell A to cell C since the traffic load in cell C is much lower than Cell B before Cell A’s attempt to balancing the load to Cell B is rejected. However the load balancing procedure may not reach the original purpose although the Mobility Settings Change procedure was successful in terms of no active UE locates in the border between Cell A and Cell C. 
Nevertheless from this figure we can see another possibility: there are UEs in the border of Cell B and Cell C and cell and UEs in the border of Cell B and Cell A by which the radio resource can be “lent” from Cell C to Cell A via Cell B: the users in the overlapping area of Cell B and Cell C HO from Cell B to Cell C, and the users in the overlapping area of Cell A and Cell B HO from Cell A to Cell B. Since then, the traffic load of cell A and cell B can be released to allocate more resource to the users that in the overlapping area between cell A and cell B.

Thus upon reception of the Mobility Change Request message from Cell A, Cell B shall not simply reject the request but query the load status of Cell C and if Cell C is offloaded, Cell B can try to balance the load from Cell B to Cell C. And if the Mobility Setting Change procedure is successful between Cell B and Cell C, Cell B shall be able to accept the access traffic of Cell A. In the response message sent to Cell A, Cell B shall indicate that the resource is “borrowed” from Cell C. Then Cell A knows Cell C is its neighbour cell, after the Load status turns to normal, Cell A can set the Mobility Parameter of Cell C instead of Cell B, since Cell A knows the load status between Cell A and Cell C as well. 
So after the traffic of Cell A is balanced by Cell C via Cell B, the user will be served by the new cell indicated in the diagram below:
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2: target cell is full but there is a third cell can off load the traffic which is not the neighbour of source cell. 
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In the second scenario, unlike the first scenario, Cell A is not able to exchange load information or try to offload the traffic from cell A to cell C since Cell C is not the neighbour of Cell A. So the only possible way for Cell A is to request the mobility parameter change to Cell B. But according to the current spec, Cell B can not accept the Mobility Change Request but reject the request. 
If we assume Cell C, the neighbour cell of Cell B, but not the neighbour of Cell A, has sufficient resource to accept the access traffic load, Cell B shall be able to “borrow” resource from Cell C to bring about the desired result. Like the previous scenario, Cell B hold the Mobility Change Request and request the mobiliy change to Cell C so that the users in the overlapping area of Cell B and Cell C HO from Cell B to Cell C, and then if Cell B see the traffic in the overlapping area is balanced to Cell C, thus Cell B can accept the Mobility Change Request hence the users in the overlapping area of Cell A and Cell B can HO from Cell A to Cell B. Since then, the traffic load of cell A and cell B can be released to allocate more resource to the users that in the overlapping area between cell A and cell B.

Thus like the previous scenario, upon reception of the Mobility Change Request message from Cell A, Cell B shall not simply reject the request but query the load status of Cell C and if Cell C is offloaded, Cell B can try to balance the load from Cell B to Cell C. And if the Mobility Setting Change procedure is successful between Cell B and Cell C, Cell B shall be able to accept the access traffic of Cell A. In the response message sent to Cell A, Cell B shall indicate that the resource is “borrowed” from Cell C. But unlike the first scenario, Cell A knows Cell C is not its neighbour cell, after the Load status in Cell A turns to normal, Cell A can set the Mobility Parameter of Cell B with a Cell C indication to assist Cell B to set the the Mobility Parameter of Cell C. 

So after the traffic of Cell A is balanced by Cell C via Cell B, the user will be served by the new cell indicated in the diagram below:
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3. Conclusion

This paper provides the use case and scenario of MLB among more than 2 cells, based on the review, it is suggested the following proposal: 

Proposal 1: if the eNB2 can not complete the Mobility Setting Change Procedure due to the limited available resource,it may start Mobility Setting Change Procedure with eNB 3 to offload the traffic so that it can accept the Mobility Change Request from the eNB 1.
Proposal 2: considering the first proposal, if eNB 2 can complete the Mobility Setting Change Procedure by request the Mobility Setting Change to eNB 3, it shall include the eNB 3 Cell ID in the response to eNB 1. 
Proposal 3: if eNB 3 cell is not the neighbour of eNB 1, eNB 1 shall include eNB 3 Cell ID in the Mobility Change Request message so that eNB 2 knows it shall also set Mobility Parameter to eNB 3.
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