3GPP TSG-RAN3#65
R3-091942
24 August – 28 August 2009, Shenzhen, Cina

Source:
Nokia Siemens Networks
Title:
Open Issues on Relay Architecture
Document for:
Discussion and Approval
Agenda Item:

1 Introduction

In RAN3#64 there was convergence towards a reference architecture for the Relay Node (RN) deployment, which was documented in R3-091447.  In such architecture the Donor eNB (DeNB) does not terminate any protocol on behalf of the RN.  The S1 interface both for the user plane and for the control plane is run between the EPC and the RN and its messages are tunnelled between DeNB and RN via the so called Un interface.  For a matter of clarity the U-Plane and C-Plane of this architecture are shown below.
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Figure 1. C-Plane for the Relay-terminated S1 architecture
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Figure 2. U-Plane for the Relay-terminated S1 architecture

Although the architecture proposed in R3-091447 is considered to be of value for certain deployment scenarios, it is believed that at this stage of the RN Study also other alternatives shall be taken into consideration as reference architectures.

This paper outlines a number of issues that would remain open in the architecture shown in figure 1 and Figure 2.
2 Discussion

The issues described below are generally of concern for an architecture terminating the S1-C and S1-U at the RN.  Such issues were also pointed out in RAN2.

1. Protocols overhead:
When encapsulating control and user plane traffic (for a UE connected to a RN) into a U-Plane bearer between RN and DeNB, one necessarily incurs into big overheads that impact the performance over the RN <-> DeNB link. 

2. RoHC compression:
In the architecture proposed in Figure 1 and Figure 2 the User plane header sequence seen by the PDCP layers between RN and DeNB is [IP/UDP/GTP-U/IP/…]. Note that the payload of the IP packet terminating at the UE could be, e.g. UDP/RTP, TCP, etc.
Currently there is no RoHC profile that can compress such stack.  Moreover, it is questionable whether an eventual RoHC profile designed to compress this stack would be efficient enough. In fact, such RoHC profile will have to track the changes within two IP flows, the one between RN and RN PGW/SGW and the one between UE and UE PGW/SGW.  Note that each change in such flows results in a full header being sent, hence decreasing the compression efficiency. 

3. Management of EPS bearers mapped to Un bearers:
It is common knowledge that a UE can be allocated a maximum of 8 EPC bearers.  According to the architecture described in R3091477 the RN is a UE to the DeNB.  Hence, every bearer associated to a UE connected to the RN will have to be multiplexed into one of the 8 EPC bearers available to the RN (namely between the RN and the RN S-GW).  The issue is how to manage an EPC bearer between the RN <-> RN SGW when changes on UE EPS bearers occur (for example how to correctly map DSCPs between the two bearers).   

4. Cascading of Functionalities:
As an extension of open issue 3) any type of function that apply to the RN <-> DeNB <-> RN SGW/PGW system will be cascaded to the UE <-> RN <-> UE SGW/PGW system and vice versa (for example, UE PGW shall have visibility over RN EPS bearers in order to map UE bearers into RN bearers).  This will cause extra processing and functional impact on the current infrastructure.


5. Scalability:
In the architecture represented in Figure 1 and Figure 2 a RN is clearly visible to the EPC due to S1 registration procedures being run between RN and MME.  For scenarios where a high number of RNs are deployed or where frequent non-UE-associated procedures are envisaged, such architecture could cause scalability problems.  The obvious alternative is to mask the EPC from non-UE-associated procedures regarding RNs.  Also, the architecture shown in Figure 1 and Figure 2 relies on the presence of two sets of SGW/PGW per UE connected to a RN.  The necessary interactions between these two sets of nodes will impact the scalability of the network. 
The above list of open issues is not exhaustive and it is not aimed at diminishing the value of the architecture in Figure 1 and Figure 2.  The only scope of the issues raised above is to open the group’s view to alternative architectures based on different approaches.  For example, one approach to take into consideration could be that where the S1-U and S1-C (for non UE associated procedures) is terminated between RN and DeNB and where the RN is not visible to the EPC.  

3 Conclusions

This paper highlights a number of open issues that are left unsolved with the architecture described in Figure 1 and Figure 2.
It is proposed to allow for different architectures, not necessarily terminating the S1 interface at the RN, to be part of the reference architectures adopted by RAN3 for future relay work.
It is also proposed to send an LS to the System Architecture groups that might be interested in the relay architecture discussions, in order to gather their opinions about the reference architecture adopted by RAN3 so far.
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