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1. Introduction

At present, we discussed SON solutions case by case respectively. However, in practice, all the use cases are related closely and work as a whole to improve the overall performance of the network [1] [2]. From the viewpoint of operators, CMCC proposed a requirement about the dependencies among all use cases and to avoid confliction during SON standardization process. 
We noticed that MRO and MLB are 2 use cases with close correlativity. As one optimization action of MRO and MLB is the same, i.e. to adjust mobility related parameters, such as CIO, etc. It’s possible that confliction happens during adjusting the same parameter or same set of parameters with reverse directions. E.g. when Ping-Pong handover is detected, MRO will adjust HO parameters to postpone handover to reduce Ping-Pong, while perhaps MLB will adjust them back for the sake of load balancing, then confliction happens will lead to close loop, shaking or other kind of “Ping-Pong”, which would not improve the performance but waste network resource. How to coordinate between MLB and MLB to avoid the confliction is an issue which should be deserved to be concerned.  
In this contribution, we analyse the cause which causes the confliction between MRO and MLB and propose a solution to avoid it.
2. Solution to avoid confliction between MRO and MLB
[2] proposed to set priority to avoid confliction between MRO and MLB, which is a simple method, in deed, while it sacrifices the performance of a certain use case unconditionally. Besides that, we propose another solution to avoid the performance decrease of related use cases as possible as it can.
MLB requires that the load balancing shall not affect the user QoS negatively beyond what a user would experience at normal mobility without load-balancing [3]. If MLB adjustment causes MRO problems, i.e. too early, too late, Ping-Pong, etc, it will definitely affect the user’s QoS negatively. If MRO can inform MLB which HO parameters range will bring MRO problems, this problem can be avoided in a certain degree. In this contribution, we take one of MRO problems, Ping-Pong as an example to introduce this solution.

While a UE moves from Cell 1 to Cell 2, Event A3 [4] used to UE handover from Cell 1 to Cell 2 can be represented as:

M2 + Of1,2 + Oc1,2 – H1 > M1 + Of1 + Oc1 + Off1                                          (1)

Where:

· M1: measure result of Cell 1;

· M2: measure result of Cell 2;

· Of1,2: frequency specific offset set by Cell 1 for Cell 2;

· Of1: frequency specific offset of Cell 1;

· Oc1,2: cell specific offset set by Cell 1 for Cell 2;

· Oc1: cell specific offset of Cell 1;

· Off1: offset parameter of Cell 1for Event A3;

· H1: hysteresis parameter of Cell 1for Event A3.

The formula (1) can be transformed to:

M2 - M1 > H1 + Of1 + Oc1 + Off1 - Of1,2 - Oc1,2                                             (2)

To simplify the expression, we set Threshold1,2 = H1+Of1+Oc1+Off1-Of1,2-Oc1,2.

Similarly, the handover condition from Cell 2 to Cell 1 can be expressed as:

M1 – M2 > H2 + Of2 + Oc2 + Off2 – Of2,1 – Oc2,1 = Threshold2,1                              (3)

The overlap region in Figure 1 indicates the Ping-Pong HO area based on [5]. It shows a scenario where HO thresholds of the two cells have an overlapped area because of incorrect HO parameters. Since both Cell 1 and Cell 2 met handover conditions, UEs will handover from Cell 1 to Cell 2 and then handover back, therefore Ping-Pong HOs occur.

[image: image1.emf]position

M

B

A

Cell 1 Cell 2

Overlap region

M

1

+Threshold

1,2

M

1

M

2

+Threshold

2,1

M

2


Figure 1. Ping-Pong HO area illustration
To solve Ping-Pong HOs, MRO should make sure that the HO thresholds of Cell 1 and Cell 2 do not overlap. In the network planning or network optimization practice, it’s common to set Delta (Delta≥0) to give a protection area: 

Threshold1,2 + Threshold2,1≥  Delta                                                      (4)
Delta is the protection area to prevent Ping-Pong HOs, and the value of Delta can be updated based on new Ping-Pong detected. Formula (4) is an important rule in MRO and MLB, which usages can be the following 3 aspects 
(1) To detect Ping-Pong
If the HO parameters of Cell 1 and Cell 2 can meet Formula (4), one of HO problems, Ping-Pong can be avoided in the most degree. Besides the methods of “UE history”, which need a great deal of UE log, it is an alternative simple way to achieve that. If Cell 1 and Cell 2’s HO parameters can not meet Formula (4), Ping-Pong problem will happen with great possibility. By comparing the HO parameters of the serving cell and its neighbours using Formula (4), the Ping-Pong problems can be detected.
(2) To diagnose unsuitable HO parameters to cause Ping-Pong
Besides detecting Ping-Pong, another usage of Formula (4) is that when using other methods to detect Ping-Pong problem, to be further, we can diagnose this problem is caused by unsuitable HO parameters or another factors. If the HO parameters of the serving cell and its neighbours meet Formula (4), it can be decided that the Ping-Pong’s cause is unsuitable HO parameters.
(3) Conflict  Avoidance between MLB and MRO
Since both MLB optimization and MRO are needed to adjust HO parameters, MLB optimization should avoid bringing MRO problems, e.g. Ping-Pong, for MRO to the best of its capabilities. To achieve that, before taking the decision by adopting which kind of MLB optimization actions, the HO parameters range which can cause Ping-Pong problems (not meet Formula (4)) or which can not cause Ping-Pong (meet Formula (4)) can be informed to MLB, furthermore, MLB can try it’s best to adjust HO parameters not to fall into the range which will cause Ping-Pong problems to improve the whole performance. 
To achieve the above 3 goals, the neighbour cell (Cell 2) should transfer its HO parameters (H2, Of2, Oc2, Off2, Of2,1, Oc2,1) to Cell1 to calculate Formula (4). If there are X2 between Cell 1 and Cell 2, it’s preferred that HO parameters (H2, Of2, Oc2, Off2, Of2,1, Oc2,1) can be transferred through X2 interface, other, S1 can be selected.
4. Simulation
To support our proposal, we did simulation and got the simulation results. The simulation parameters are shown in Appendix.

To evaluate the performance of MRO, we compare the proportions of ping-pong handover in both schemes. Besides, we evaluate the performance of MLB by comparing access failure rate caused by overload. The simulation results are as follows:
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	Figure 2. Proportions of Ping-pong Handover
	Figure 3. Access Failure Rate Caused by Overload


The proportions of ping-pong handover are shown in Figure 2. In the original scheme, about 30% ping-pong handover occurs; in the proposed scheme, the proportions of ping-pong handover reduce obviously to 1% (3kmph) and 3% (30kmph). 
In the original scheme, MRO and MLB operate independently, and they may conflict when changing handover parameters independently: when ping-pong handovers occur, to reduce the proportions of ping-pong handover, MRO changes handover parameters to postpone handovers. On the other hand, if the traffic load of the serving cell is heavy, MLB should change handover parameters to hand over some UEs to appropriate neighbour cells, which may lead to the occurrence of ping-pong handovers again. The system load in the simulation is about 80%. In this situation, MLB changes handover parameters frequently, and it will conflict with MRO with high probability. Therefore, a lot of ping-pong handovers occur.

In the proposed scheme, as the coordination between MLB and MRO is considered, MLB only changes handover parameters in the allowable limit of MRO, and ping-pong handovers won’t appear frequently. Therefore, the proportion of ping-pong handover is much lower than that in original scheme.

Figure 3 shows the access failure rate caused by overload. The access failure rates in two schemes are almost the same. The proposed scheme requires MLB change handover parameters in the permitted range of MRO. However, the proposed scheme will not influence the performance of MLB. 

The proposed scheme takes the coordination between MLB and MRO into account, and MLB doesn’t conflict with MRO when changing handover parameters. Therefore, MRO problems such as ping-pong handover occur with small probability obviously. On the other hand, the proposed scheme won’t affect MLB performance when restricting the handover parameter in the permitted range of MRO. In a word, the proposed scheme can avoid confliction between MLB and MRO and get a better MRO performance than original scheme with similar MLB performance.

5. Conclusion
We make a summary about our proposals:
Proposal 1: MLB optimization should avoid decreasing MRO performance, e.g. cause Ping-Pong problems as possible as it can. 

Proposal 2: MRO inform MLB of HO parameters range which can cause Ping-Pong problems or which can not cause Ping-Pong, and evidence indicates it can improve MRO performance greatly with similar MLB performance as MLB can try it’s best to adjust HO parameters not to fall into the range which will cause Ping-Pong problems.
Proposal 3: To diagnose Ping-Pong problems, diagnose unsuitable HO parameters to cause Ping-Pong, or conflict avoidance between MLB and MRO, the neighbour cell should transfer its HO parameters to the serving cell through X2 or S1 interface; 
Proposal 4: Before making decisions of HO parameters adjustment, HO parameters (H2, Of2, Oc2, Off2, Of2,1, Oc2,1) should be transferred through X2 or S1;
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4.6
Mobility Load balancing optimisation

4.6.1
Use Case description

Objective:
Optimisation of cell reselection/handover parameters in order to cope with the unequal traffic load and to minimize the number of handovers and redirections needed to achieve the load balancing.
Self-optimisation of the intra-LTE and inter-RAT mobility parameters to the current load in the cell and in the adjacent cells can improve the system capacity compared to static/non-optimised cell reselection/handover parameters. Such optimisation can also minimize human intervention in the network management and optimization tasks.

The load balancing shall not affect the user QoS negatively beyond what a user would experience at normal mobility without load-balancing. Service capabilities of RATs must be taken into account, and solutions should take into account network deployments with overlay of high-capacity and low-capacity layers where high-capacity layer can have spotty coverage.

The conflict between MLB and other cases, such as MRO, should be avoided as both of them adjust HO parameters. MLB’s adjustment actions should not bring negative affect to other use cases as less as possible. Especially, MLB adjustment should not bring MRO problems (such as Ping-Pong) to the best of its capability to improve the whole performance of the network. 
Load balancing can be done in following scenarios:

· Intra-LTE load balancing

· Inter-RAT load balancing

4.6.2
Required functionality
General features of the solution are as follows:

Functionality: An algorithm decides to distribute the UEs camping on or having a connection to a cell, in order to balance the traffic load. This may be achieved by delaying or advancing the handing over of the UEs between cells.

Actions:
An eNB monitors the load in the controlled cell and exchanges related information over X2 or S1 with neighbouring node(s).
Related information Exchanged over X2 or S1 with neighbouring nodes include:

·  load,
· HO related parameters of neighbouring cell (Ofs, Ocs, Off, Hys, Ofn, Ocn);
· An algorithm identifies the need to distribute the load of the cell towards either adjacent or co-located cells, including cells from other RATs, e.g. by comparing the load among the cells, the type of ongoing services, the cell configuration, etc.

· An algorithm estimates if the HO parameter settings need to be modified; if so, communication between involved eNBs (or towards O&M) takes place to change of the neighbours HO/cell reselection parameter settings to the neighbour eNB.

Editor’s notes: 
- Details of the respective mechanisms are FFS
- In case of direct request, the eNB does not change its HO parameter settings until it receives confirmation that the proposed change has been accepted.
To avoid conflict between MLB and MRO, MRO should inform MLB of HO parameters range which can cause Ping-Pong problems or which can not cause Ping-Pong, and it can improve MRO performance greatly with similar MLB performance as MLB can try it’s best to adjust HO parameters not to fall into the range which will cause Ping-Pong problems.
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Appendix

Table 1. Simulation Parameters and Assumptions
	Parameter
	
	Assumption

	Cell Parameter
	Cellular Layout
	Hexagonal grid, 61 cell sites,

	
	Inter-site distance
	1732m

	UE Parameter
	Number of UEs per cell
	Variable:1000UE in Manhattan scenario

	
	UE speed
	3km/h,30km/h

	Manhattan scenario
	Manhattan Range
	8660m x 7000m

	
	Building size
	866m x 700m

	
	Block Number
	10 x 10

	Channel Parameter
	Distance-dependent path loss
	L=I + 37.6log10(.R), I=128.1 (2GHz)

	
	Shadowing standard deviation
	10 dB

	
	Shadowing correlation distance
	10m

	VoIP parameters
	Call length
	Expected call length 20 s

	
	Voice activity factor (VAF)
	50%

	
	AMR Codec
	12.2 kbps AMR
(38 bytes VoIP packet @20 ms intervals when active)
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