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1 Introduction
Type 1 relays discussions have started.  One of the options put forward is S1 termination in the Relay node.  This contribution looks at this option in more detail and identifies some of the points that need further discussion.

2 Discussion

In this option, the donor LTE interface simply serves as a backhaul to the relay node and provides IP connectivity for the S1 interface.  The relay node then does the combined function of a UE towards the backhaul LTE network and an eNB towards the real UE.  That is, the IP cloud that is connecting the MME/S-GW with the relay is served by the IP connectivity provided by an LTE/SAE network to a UE.  As S1 is already IP based and the nature of IP connectivity is largely irrelevant, the use of LTE itself for the IP S1 connectivity is largely transparent.    Note that GTP-U and S-MME already provide the mechanisms needed (such as user and bearer identification using GTP-U header) that allows the Relay node to map the data coming over the “UE” part of the relay node to the “eNB” part of the relay node.  This in itself has almost no impact on the LTE specifications.  

2.1 Type 1 relay architecture
The following 
Figure 1
 can then capture the architecture discussed above:
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Figure 1: Figure showing the logical architecture for the type 1 relay with S1 terminated on the Relay node and LTE interface of the donor eNB being used as a backhaul network
As mentioned above, the relay node consists of two functions, a UE function towards the backhaul LTE network (shown in blue) and an eNB function towards the real UE (shown in green).  The Relay node registers itself as a UE with the donor LTE network and is connected to a PDN gateway (shown in blue) and gets assigned an IP address.   This IP address is then used by the Relay node to register its S1 termination address to the MME/S-GW of the Relay node (shown in green). 
The protocol stack for the S1-MME and S1-U will be as shown in Figure 2 and Figure 3 respectively.   The same colour coding is used to identify the backhaul function from the normal UE serving function.
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Figure 2: Protocol stack for the S1-MME control plane
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Figure 3:  Protocol stack for the user plane
2.2 QoS issues
As mentioned above, this fundamental architecture is largely transparent.  However, there are certain issues that need further discussion.

As shown in figure 1, the backhaul network carries the S1-MME interface of the relay node and the user traffic for all the UEs connected over the relay.  This is normally done over a regular IP network and use of the LTE radio interface for this backhaul function has certain limitations.

Currently in Rel-8, only 8 bearers are supported over the radio interface for a UE.  If the same number, 8, is kept, then the S1-MME and S1-U flows for all the bearers for all the UEs should be carried over these 8 bearers.   Whether it would be possible to perform this mapping will need further discussion.   There are several issues to be studied in QoS areas that fall under SA2 and RAN3.

1) Are 8 flows sufficient to carry all the data for control plane and all bearers for all the UEs served by the Relay node?
2) Is the current QoS classification mechanism sufficient to meet requirements of the backhaul network?

3) How would the TFT to split the for example GTP-U packets between these 8 available flows be defined for this case 

4) How to split and communicate the delay requirements for a bearer between the real UE’s Uu interface and backhaul Uu interface?  This is especially relevant for high QoS bearers like VoIP.
5) Should the QoS (for example bandwidth requirements) of the backhaul bearers be dynamically changed depending on the bearers being established/released by the real UE?   And if so, how?

6) Should X2 interface be supported or it is sufficient to support just S1 to the backhaul relay node?

6) Should data forwarding be supported for HO between the relay node and another cell?

These are the main questions that RAN3 can start to study.
2.3 Header compression
Currently the PDCP layer in the eNB provides header compression of the user IP layer.   But as can be seen from user plane stack in Figure 3, the PDCP of the backhaul network compresses the IP layer of the S1 interface of the relay node.  The user’s IP header is not compressed.  This can have a significant impact on the radio efficiency of the donor Uu interface especially for small packets such as voice packets. 
The IP header of the S1-AP interface is already compressed by the PDCP of the donor network.

The need for additional User IP header compression, and if required the location of this function should to be discussed further.

2.4 Scheduling
One can think of the data over the bearers for the different UEs served by the relay node would be similar to One UE running all these applications simultaneously.  In other words the current QoS and scheduler handling, which is expected to handle all the requirements for all applications in One UE, should already be capable of handling all the bearers for all UEs under the relay.
However, for applications like VoIP, there will be multiple voice bearers to be supported by the relay node, which is not required for a normal UE.  The knowledge that the “UE” being handled by the donor eNB is actually a relay node could help with the scheduling decisions.  
2.5 Mobility of the relay node
Even if mobility is not an immediate requirement, it is useful to also look at how it would be possible to handle mobility in future releases.  From the above discussion, since the relay node appears as a “UE” to the donor eNB, the existing mobility handling should also be able to handle mobility of the relay node.    

However, architecturally, one difference in case of a mobile relay node is the changing neighbour cells.  If the UEs served by the relay nodes remain with the relay node while it is mobile (which can typically be expected for most cases), then the impact should be minimal.

In principle the backhaul LTE network should also be able to handle X2 signalling.  However, whether there is a need to support the X2 interface and its benefits for a static and mobile relay node could be discussed further in RAN3.

3 Summary and proposals
The above discussion gives an overview of the architecture and protocol layering for the type 1 relay node for the option, S1 terminated in the relay node.
While no showstoppers were identified, some issues particularly related to QoS are listed that would need further discussion.  While these are not entirely under RAN3 responsibility, it is proposed to have some initial discussion in RAN3 on the relevance of these issues.
It is then further proposed to discuss how to address these issues that are identified between the different working groups i.e. how to split the work.
