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1. Introduction

According to the RAN3#63bis meeting report the SYNC protocol would be discussed based on TS25.466 [1] which is used for synchronized radio interface transmission on Iu interface for the UTRAN cells controlled by different RNCs. In TS25.346 [2] the basic mechanism is described for MBSFN SYNC processing which includes the meaning of basic parameters setting, transmitting/reception behaviors, packet loss recovery issue and etc. The detailed SYNC frame format definition is also presented in TS25.466 [1].  
In order to reuse the existing solution further and have a single mechanism applicable to both UTRAN and E-UTRAN as much as possible, the following discussion is based on the mechanism defined in [1, 2] and the primary conclusions in [1, 2] are respected. Some considerations of optimization with synchronization window concept are proposed in this document.
2. Discussion
This proposal follows the existing mechanism design of SYNC for UTRAN in [1, 2] and make the most of them. 
As per the general aspects of SYNC protocol instance in [1], one SYNC protocol instance is associated to one MBMS RAB and one SYNC protocol instance for one MBMS RAB only. That means for each eMBMS service there would be one SYNC protocol instance only.
Proposal 1: There is only one SYNC protocol instance for one eMBMS service.
The SYNC Frame types and format can be reused in E-UTRAN but with some modification based on the optimization consideration. We also need two types of SYNC protocol frame definition to deliver the actual eMBMS service data packet and SYNC control information which are SYNC data frame and SYNC control frame. But for the SYNC frame format some fields in the SYNC protocol header can be considered to be optimized and removed in following discussion. 
Proposal 2: There are 2 types of SYNC protocol frame respectively for eMBMS service data packet and SYNC control information delivery which are SYNC data frame and SYNC control frame. 
Considering the optimization here we introduce the synchronization window concept for content synchronization. One window consists of a certain number of SYNC protocol frames. The window size, i.e. the number of SYNC protocol frames is preconfigured, which is known by each eNB in System Frame Number format. The first window begins at the SN=0 SYNC data frame after session start. One window can end at once when the BMSC transmits the SYNC control frame even if it doesn’t reach the window size. The SYNC control frame indicates that there is no coming SYNC data frame for a long time.
BMSC supervises the status of SYNC data frames delivered to eNBs. Once it finds that up to TMargin/N time interval (the meaning of TMargin and N is defined below) there is no SYNC data frame delivered, then the BMSC sends out a SYNC control frame to eNBs to finish current window. 
This SYNC control frame contains the SYNC protocol frame header with next SYNC data frame’s SN, the total byte count of the SYNC data frames in the previous window and the new time stamp value of Ttx = Trx + TMaxDelay, where Trx is defined as the time of BMSC generates the SYNC control frame. The payload of SYNC control frame carry the current window SYNC data frame header which indicate the previous window total sending byte count information. This SYNC control frame could be delivered to eNB N times during TMargin interval in order to guarantee the reliability of receiving SYNC control frame in eNB.
We can use SYNC frame format as Figure 1 illustrate which is inherited from the SYNC frame format of SYNC PDU Type 0/1/2 defined in [1]. This SYNC frame format is common for SYNC data frame and SYNC control frame. 
	Bits
	Number of Octets

	7
	6
	5
	4
	3
	2
	1
	0
	

	PDU Type (=0)
	spare
	1
	Frame Control Part

	Time Stamp
	2
	

	Packet Number
	2
	

	Total Number of Octet
	5
	

	PDPC Information
	1
	

	Uncompressed Payload IP header
	20(40)
	

	Header CRC
	Payload CRC
	2
	Frame Check Sum Part

	Payload CRC
	
	

	Payload Fields
	1–n
	Frame Payload part

	Payload Fields
	Padding
	
	

	Spare extension
	0-4
	


Figure 1 SYNC protocol frame format
For the MBMS service data transfer with SYNC protocol header, it can also reuse the SYNC PDU Type 1 as Figure5.5.2.2-1 or SYNC PDU Type 2 as Figure5.5.2.3-1 in [1] according to the header compression or not for eMBMS service which is discussed and decided in RAN2. If RAN2 decide no header compression is needed for eMBMS service data then we can reuse SYNC PDU Type 1 for eMBMS service data transfer after SYNC layer processing. Otherwise, we can reuse SYNC PDU Type 2 format for eMBMS service data with compressed header after SYNC processing.
Proposal 3: The consistent SYNC frame format in Figure 1 can be used for SYNC data frame and SYNC control frame which is inherited from the SYNC frame format of SYNC PDU Type 0/1/2 defined in [1]. 

All the information elements in SYNC frame header is also valid for eMBMS Rel9. But the actual meaning and how to set these information elements which is described in [2] may be optimized to improve the performance of SYNC processing. 
As described in [2] 
“… MBMS user data shall be time-stamped based on separable synchronization sequences which are tied to multiples of the TTI length. Each synchronization sequence for each service is denoted by a single timestamp value working in such a manner that an increase of the timestamp value by one or more synchronisation sequence lengths shall be interpreted as an implicit start-of-a-new-synchronization-sequence-indicator, so that the RNC becomes aware that a new sequence is starting. For additional robustness, the timestamp shall be replicated to all packets that shall be submitted over the air interface within one or multiple TTIs….

… At the end of each synchronization sequence the GGSN shall send to the RNCs a user data frame, which contains counter information including 'Total Number Of Packet Counter' and 'Total Number Of Octet' without MBMS payload. This Total Counter frame is implicitly marking the end-of-sync.seq.. The Total Counter frame without payload may be repeated in order to improve the reliability of the delivery to the RNCs.”
that means all the packets within one synchronization sequence would have the same time stamp and the synchronization sequence equal to multiples of the TTI length. The SYNC control frame would be sent out periodically according to the synchronization sequence length definition. It will introduce much more overhead of SYNC control frames. We can optimize it with the synchronization windows concept and detailed description below with Figure 2. 
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Figure 2 Window concept in content synchronization
Here we clarify some meaning and understanding of the fields in SYNC frame format.
1) Time Stamp: “Time Stamp” is set per window, for the first SYNC data frame in a window, Ttx = Trx + TMaxDelay, where Trx is defined as the time of the BMSC receives the MBMS data packet. For SYNC data frame Pn, its corresponding “Time Stamp” is denoted as “Tn” in Figure2. “TmaxDelay” corresponds to the maximum transfer delay between BMSC and eNB, the margin and the maximum eNB L2 processing time, which is defined as TMaxDelay=TTransDelay+TMargin+TProcTime.  The “Time Stamp” of all SYNC data frame in one window is set the same as the first SYNC data frame’s Ttx in this window.

2) Anticipated transmission time: Once the eNB firstly receives one next window SYNC data frame, or the SYNC control frame, it means that all previous window SYNC data frames can be processed and transmitted. The “Time Stamp” in the next window SYNC data frame or the SYNC control frame indicates that in eNB the transmission of all previous window SYNC data frames should start with the first transmission opportunity over air interface at or after the indicated time. The anticipated transmission time of Pn is not the “Time Stamp” of Pn, but the “Time Stamp” of the SYNC data frame in Next Window or “Time Stamp” in immediate following SYNC control frame.
3) Segmentation and concatenation: All the SYNC data frames in RLC buffer whose anticipated transmission time is earlier than the TB transmission time can be processed, i.e. segmented, concatenated and filled in this TB.

4) Total Number of Octet: The “Total Number of Octet” contains the amount in byte of all SYNC data frames in the whole previous window sequence. The “Total Number of Octet” of all SYNC data frames in a window is the same. “Total Number of Octet” allows determining the total byte length of lost SYNC data packets.
5) Packet Number: The “Packet Number”, i.e. SN, is used to calculate the number of lost SYNC data frame in eNBs if it takes place.

6) One LI per SDU principle: A RLC PDU format with “one LI per SDU” principle for eMBMS in [3] is recommended, and therefore multiple packets can be recovered in content synchronization.
7) Statistical multiplexing: The above window concept content synchronization mechanism can guarantee the data of each service waiting for processing in this scheduling period to be identical and consistent in different eNBs. 
eNB can detect that packets loss happens by the “Packet Number” of the next correctly received SYNC data frame. SYNC layer puts the dummy SYNC data frame to RLC buffer together with the anticipated transmission time recovered by the next correct packet. All TBs which contain part of a dummy SYNC data frame would be mute in air interface.

In RAN2, to allow RLC to concatenate multiple RLC SDUs, variation of RLC payload might occur which could be indicated by LI (length indicator) field. With RLC PDU format of “One LI per SDU” [3], it can recover any cases of SYNC data frame loss as long as eNB knows number of lost SYNC data frames, total size of lost bytes and all of them are concatenated together.
If one window size consecutive SYNC data frames or N consecutive SYNC control frames are lost, it should inform to GW or O&M as an abnormal network transmission problem.
Proposal 4: Suggest discussing and agreeing to above discussion on the window concept optimization for SYNC protocol in TS25.446 for eMBMS Rel9
Here we compare the SYNC layer processing delay and the overhead of SYNC control frame number performance between this window concept content synchronization solution and the solution in [1]. The parameters setting for each solution is: Window Concept solution (window size = 5, burst timer length = 0.1s) and Solution in 25.446 (synchronization sequence length = 0.5s).
Then SYNC processing delay and overhead of SYNC control frame number performance comparison under above parameters setting are shown below.
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Figure 3 Performance comparisons between window concept solution and solution in 25.446
The SYNC processing delay performance of window concept solution is 0.6768s and solution in 25.446 is 0.6582s. Their difference is 0.0186s. These two solutions have the similar SYNC processing delay performance. But the overhead of SYNC control frame number between these two solutions shows a big difference. 
The window concept solution only generates 695 SYNC control frames. But the solution in 25.446 generates 11989 SYNC control frames therefore more than 17 times than window concept solution. 
So from an overall evaluation consideration the use of the window concept solution improves a lot the performance of the current solution in 25.446.
Proposal 5: The window concept optimization applied to the solution in TS25.446 improves a lot the performance of the SYNC control frame overhead.
3. Conclusion
In this contribution, the “Window concept content synchronization” optimization has been presented which is based on the SYNC protocol in TS 25.446 and TS 25.346, has the same robustness but improves a lot the overhead. 
Indeed, according to our simulation results presented in section 2 the solution in 25.446 has a much better performance in terms of overhead of SYNC control frame number if the window concept optimization is applied. 
The detailed SYNC protocol description and completed packet loss/abnormal case processing have been given. 
We hope the above mentioned content can be discussed and approved following proposals.
Proposal 1: There is only one SYNC protocol instance for one eMBMS service.
Proposal 2: There are 2 types of SYNC protocol frame for eMBMS service data packet and SYNC control information delivery which are SYNC data frame and SYNC control frame.
Proposal 3: The consistent SYNC frame format in Figure 1 can be used for SYNC data frame and SYNC control frame which is inherited from the SYNC frame format of SYNC PDU Type 0/1/2 defined in [1].
Proposal 4: Suggest discussing and agreeing to above discussion on the window concept optimization for SYNC protocol in TS25.446 for eMBMS Rel9
Proposal 5: The window concept optimization applied to the solution in TS25.446 improves a lot the performance of the SYNC control frame overhead.
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