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1 Introduction
Coordinated multi-point  (CoMP) transmission/reception is considered for LTE-Advanced as a tool to improve the coverage of high data rates, the cell-edge throughput and/or to increase system throughput.
Coordinated multi-point transmission/reception includes uplink and downlink coordinated multi-point transmission. In [1], two categories of downlink CoMP techniques, i.e. Joint Processing (JP), Cooperative Scheduling/ Beamforming (CS/CB) were considered.In joint processing, downlink data is transmitted from multiple points (joint transmission) or from one point (dynamic cell selection).In CS/CB, data to a single UE is only available at serving cell (data transmission from that point) but scheduling decisions are made with coordination among a set of coordinated cells. 
RAN1 has reached the conclusion that UE only receives PDCCH from the serving cell and will report the channel state /statistical information of CoMP reporting set. From a radio-interface perspective, there is no difference from the UE perspective if the cells belong to the same eNodeBs or different eNodeBs. According to the conclusion, it can be seen that inter-eNodeB CoMP is a considerable scenario but RAN1 doesn’t evaluate if inter-eNodeB CoMP is feasible considering the effect brought by X2 interface.
In this contribution, we will discuss the possible impact on RAN3 of LTE-A from the features of Coordinated multi-point transmission/reception.
2 Discussion
2.1 Joint Processing 
In joint transmission, data is transmitted from multiple points, so the downlink data need to be shared between the serving cell and other transmission points. It is still not decided whether the channel state feedback should be reported to serving cell or to transmission point itself. However, the feedback/scheduling information should also be shared. 
In case of intra-eNodeB CoMP, it has no impact on interface. If the CoMP is inter-eNB, the data and feedback/scheduling information need to be transmitted between multiple points through X2 interface. Considering the latency of X2 interface, it is a challenge to support inter-eNodeB CoMP. However, if it is supported, the design of X2 protocols will be impacted.
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                                                       Figure 1: Joint processing
2.2 Coordinated Scheduling/Beamforming 
In Downlink CS/CB, since data will only be transmitted from the serving cell, there is no need to exchange data between cells of cooperating set. However, user scheduling/beamforming decisions are made with coordination among cooperating cells. So it may need to exchange the information associated with interference coordination between the serving cell and coordinating cells. For inter-eNodeB CoMP, the corresponding information needs to be transmitted in X2 interface.
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                                          Figure 2:  Coordinated scheduling/beamforming
2.3 Uplink CoMP
Coordinated multi-point reception means reception of UE’s transmitted signal at multiple points and scheduling decisions are made with coordination among multiple cells. When uplink CoMP is used, one receiving point is selected as the joint point (i.e. serving cell), and others is considered as cooperating points which transmit the received data and/or signals to joint point. 
To achieve better performance, joint points need to consider the information of other points (such as occupied resources, CSI) to make scheduling decisions. And cooperating points will forward the data and/or signals they received to the joint point. If the cooperating points are located in different eNBs, we need to consider exchanging the data and/or signals through X2 interface.
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                                               Figure 3: Uplink CoMP

3 Conclusion and Proposal
In this contribution, we discuss the possible impact of CoMP to RAN3, especially in X2 interface. We suggest discussing this issue more and following proposal is provided.

Proposal 1: It should be evaluated in RAN3 if inter-eNodeB CoMP could be supported considering the latency of X2 interface since RAN1 doesn’t have the conclusion.
Proposal 2: If inter-eNodeB CoMP is supported, multiple points need to exchange uplink/downlink data and coordination is also needed among them, these will introduce new attributes to X2 protocols.
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