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 1. Introduction
In TR 36.902[1], the Mobility Load Balancing Optimization has been defined as one of the SON use cases. Some load balancing principles has been discussed in RAN3. In this paper we expect to discuss the inter-eNB load balancing principle and give some proposals about it.
 2. Discussion

The objective of load balance is to solve the negative effect to overall network performance, mainly capacity due to load imbalance. This chapter has four parts: the first one is about the parameters could be optimized in this SON Use Case. The second one is to discuss the condition of triggering load balancing procedure. The third one is to discuss the principle of making policy of load balancing. And the last one proposes the basic inter-eNBs load balancing procedure. 
2.1 parameters could be optimized in this SON Use Case

The methods to do load balancing can be optimizing the mobility parameters such as handover or cell reselection. Handover parameters are used to directly transfer the load to other cells. And cell reselection parameters are used for controlling the potential load which affects the call blocking probability and limits the uplink load in the source cell during idle-to-connected mode transition. In intra-frequency scenario, different neighbor cells have different load status, so they have different ability to admit the load and it is necessary to decide different policy for each cell. Thereby we can control the load transfer by adjusting the parameter” Cell Individual Offset” and Hysteresis parameter (Hys). Qoffsets,n which is the parameter of cell reselection to decide the relative link offset between the serving cell and the neighbor cell. In inter-frequency scenario, frequency specific offset and Reselection priorities can be used for distinguish the load balancing priority of different frequency, and they can be the complementarily of CIO and  Qoffsets,n in Mobility Load balancing.
Proposal: we can optimize Cell Individual Offset(CIO)、Qoffsets,n、frequency specific offset 、Reselection priorities and Hysteresis parameter (Hys).

2.2 The condition of triggering the load balancing procedure

RAN3 has a basic agreement to split the load definition in 3 major components:
1) Radio Load

2) Hardware Load

3) Transport Network Layer (TNL) Load

These load information can be defined as one kind of input parameter of the SON use cases. eNB is needed to collect periodically the load information of the cells within this eNB. Load information can reflect the load status. eNB will execute correlated action according to load status We divided the cell load status into four types: LowLoad、MediumLoad、HighLoad and Overload. In LowLoad and MediumLoad status, it is unnecessary for eNB to take any action. 
Proposal: The load balancing procedure will be triggered when the cell load status is HighLoad or OverLoad status.

2.3 The principle of taking action of load balancing

The load balancing procedure includes three parts: the first part is to acquire the load information, the second part is to make policy of load balancing and the last part is to update the correlated parameter. The first part and the last part are controlled by the eNB who trigger this procedure. The policy of load balancing is how to adjust the correlated parameter. And the most important thing is who has right to make the policy? We have several answers as the following: 

1) the eNB who trigger the load balancing procedure.(we call the eNB “the trigger eNB”)

2) the neighbor eNBs of the trigger eNB

3) the trigger eNB and its neighbor eNBs

Actually, the trigger eNB can get more information than its neighbors about all the information related load balance of itself. So, it can make more accurate and effective actions based on the information. In addition,  If the neighbor eNBs of the trigger eNB decide the policy, the procedure will become more complex. Based on that, we think that is reasonable that the trigger eNB makes a decision to adopt what kind of adjustment policy.
Thereby, the simple and effective method is that each eNB has its right to make its own policy of load balancing, and other eNBs have no right to intervene. And OAM has high priority to revise the policy which has been made by eNB according to the requirement of the whole system..
2.4 The basic inter-eNBs load balancing procedure
The basic load balancing procedure can be described as the following steps:
1) Each eNB collects the load information of its belonging cells periodically and estimate the state of its cells according to the load information.

2) If eNB finds one cell in HighLoad or OverLoad status, it will request the load information of the neighbor cells according to Neighbor Relation Table.

3) eNB makes its policy according to the load information of the neighbor cells .
4) eNB updates the correlated parameter of the cell and informs UEs and neighbor cells of it.
In step 1, eNB collects the statistical load information periodically. If eNB find the load status of one cell is HighLoad or OverLoad, it will trigger the load balancing procedure. OAM also has the right to forbid the load balancing procedure of the eNB. In this scenario, the eNB will still collect the information and judge the status of the cells that are belonging to it. The reason is that other eNB may request the status of the eNB.
In step 2, in the intra-LTE scenario, eNB can use X2 interface to acquire the load information. But eNB has no X 2 interfaces with the neighbor eNB for some reasons. The scenarios of no X2 interface are the following:
1) IRPManager forbid the establishment of the X2 interface from eNB A to eNB B

2) Large number of HeNBs in the vicinity of a macro eNB, X2 establishment requests from HeNB might saturate the physical ports of the macro eNB IRPManager needs to be able to allow and forbid the establishment of X2 interfaces from the source HeNBs to a target macro eNB..
3) IRPManager forbids the eNB which on the edge of network to establish the X2 interface. 
In these scenarios, the eNB which has high load still has the requirement of load balancing. For example, eNB A is on the edge of province and is forbidden to establish X2 interface with the eNB which is located in other province. If eNB A find that one of its controlled cell has high load, it needs to collect load information of all the neighbor cells and makes the policy of load balancing. In this situation eNB can consider utilizing S1 interface to acquire the load information of neighbor eNB. 
3. Conclusion 

Based on the above discussion, several proposals are the following：
Proposal 1: Radio load、Hardware load and TNL load could be defined as Input parameters of load balancing Use Case.
proposal 2:The optimized parameters are Hysteresis parameter (Hys) 、Cell Individual Offset(CIO)、frequency specific offset 、Reselection priorities and Qoffsets,n..
Proposal 3 : Each eNB has its right to make its own policy of load balancing, and other eNBs have no right to intervene. And OAM has high priority to revise the policy which has been made by eNB according to the requirement of the whole system.
Proposal 4:eNB will trigger the load balancing procedure according to the load information. And the load balancing procedure is described as the following steps: 
· eNB will acquire the load information of neighbor cells via X2 or S1 interface.

· eNB which trigger the load balancing procedure makes the load balancing policy according to the load information of the whole neighbor cells

· eNB update the correlated parameter and inform UEs and its neighbor eNB of the change .
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