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1
Introduction
The distributed PCI assignment is currently specified as follows:

The OAM signals a list of PCI values. The eNB may restrict this list by removing PCI-s that are: 

a)
reported by UEs;

b)
reported over  the X2 interface by neighboring eNBs; and/or

c)
acquired through other implementation dependent methods, e.g. heard over the air using a downlink receiver.

The eNB shall select a PCI value randomly from the remaining list of PCIs.
The rest is implementation dependent. This allows release 8 eNB implementations to converge nicely towards suitable and appropriate PCI allocation for eNBs based on one proprietary algorithm from one vendor.

However there might still be some IOT issues in a multi-vendor environment.

2
Need of a standards policy to bind proprietary algorithms
There has always been the debate for distributed solutions to standardize or not the algorithms running in the eNB so that it works in multi-vendor environment…
The conclusion has always been to leave them implementation dependent.

In the scope of the distributed PCI automatic allocation function, it should be the same: the algorithm that enables an eNB that has received from the O&M a list of possible PCI values for a cell to derive an appropriate permanent PCI value (after using possibly temporary values) should remain proprietary.
However it is believed that it doesn’t prevent to standardize at least the policy by which this algorithm must be run. If there is no policy at all, it is likely that the various algorithms from different vendors that will run in parallel in the interconnected eNBs would not converge because they contradict each other. 

It is thus necessary to find out the right trade-off and derive some common policy for the algorithms that run to converge.

Some examples of IOT problems that may occur depending on the selection of algorithms made by vendors are given below as rough examples:

Example 1: no policy applied 
In total the number of PCIs is up to 504 values.

However it can be expected that this range will be split and that part of this range will be allocated to femtos.

Considering as an example one third dedicated for macros i.e. about 160 values.

Considering also macro eNBs comprised of 6 cells with 15 neighbours thus making a cluster of 6*15=90 cells.

Assuming that there is no policy at all defined, it can be easily seen that:
1/ there is a high probability of collision/confusion therefore possibly several tens of cells having PCI colliding/confusing in the cluster,
2/ if each cell that has found colliding/confusing changes its PCI, again the probability of new confusion will be high.

Example 2: NOT coordinated policy applied 
In this example, one assumes that in order to overcome the problem in the previous example, an implementation has implemented an algorithm such that whenever there is collision/confusion, the cell which has the lowest E-CGI value will change. 
This algorithm will improve the situation as long as all eNBs follow the same rule.

Let’s assume now a multi-vendor environment simply composed of vendor A and vendor B.

Assume vendor A has following algorithm: in case of collision/confusion the cell with lowest E-CGI only will change its PCI.
Assume vendor B has following algorithm: in case of collision/confusion the cell with highest E-CGI only will change its PCI.
Then obviously, the contradicting algorithms run in the various eNBs will make the situation like if no policy applied or even worse, double the number of PCI changes and jeopardize the convergence in a reasonable delay. 

3
What type of standards policy to bind the proprietary algorithms
The algorithms of PCI selection in a cell in case of collision/confusion should not be standardized, however a minimum of policy control of these algorithms should be done.
It is proposed that the following standardization statement be agreed by all vendor implementations:
“in case of PCI collision/confusion between two cells which have been reported as direct neighbours or direct neighbour of direct neighbour (in line with the range 1 agreed for the X2 SETUP REQUEST Neighbour Information IE), the highest E-CGI may change the PCI value and the lowest E-CGI shall not.
The benefit of this statement is that:
· It should divide by 2 the number of PCI changes in the initialisation phase,

· It should make the convergence of algorithms faster.
4
Proposal
This paper has shown the necessity to provide some control of the proprietary algorithms that will run in the eNBs for the PCI allocation function in the full distributed scenario.
It proposes to agree on the solution presented in Tdoc R3-090741.
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