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1 Introduction

Several documents were presented during 3GPP TSG RAN3 #58, #59, #59bis and #60 on the subject of S1 Signalling Load Balancing, which brought the following conclusions:

· An MME relative capacity IE is included in the S1 SETUP RESPONSE message (with range 0…255)

· The same relative capacity IE is included in the MME CONFIGURATION UPDATE message

Meantime, SA2 has also agreed the stage 2 text for the rebalancing function. In short

· The MME initiates the UE context release procedure with release cause “load balancing TAU required”; the UE initiates a TAU and indicates to the eNB that RRC establishment is for load balancing purposes.

· The eNB should then select an MME that is different from the MME identified by the GUMMEI

This paper intends to discuss the suitability of these different agreements to the various use cases.

2 Discussion of open issues and use cases

2.1 Issue 1: Dynamic Range of Relative Capacity IE

Currently the IE is in the range (0…255). If we consider future-proofing this IE, we can speculate that potentially an MME might be configured for small capacity e.g. local in-building systems corresponding to the capacity of e.g. a few macro sites at most. At the other extreme, we could envisage a massive single MME covering a large country (or a large region), corresponding perhaps to tens of thousands of sites. 

Since the IE is “relative”, it could be argued that this only matters if the MMEs serve the same pool, so that different “units” could be used in different pools. This approach would however increase configuration and reconfiguration issues in the network (e.g. the same MME configuration would have different “relative capacity” in different pools). In addition, the option of overlapping pools also makes this unworkable. Therefore it is better if the metric can be assigned universally within an operators’ network.

Given this, it would be better to allow for a scaling factor between smallest and largest MME of at least some thousand. Therefore we propose to simply square the existing range and change this to (0…65535).

2.2 Issue 2: Control of MME Assignment on New MME Introduction

When a new MME is introduced, the system can either use rebalancing or the new MME can instantaneously offer a higher capacity via the initial setup (later changed).

This second method is possible but rather awkward since it requires the MME (which has no knowledge of the other pool MME’s load) to decide when to stop signalling a higher capacity. This may accelerate the load sharing with the new MME, but may also cause overshoot problems.

Using rebalancing, the other MMEs would need to decide that this is required on adding a new MME to the pool. Then they would need to estimate the number of UEs to be moved across to the new MME. In order to do this, they will assume that the loading is uniform (and they need to know all the relative capacities of all the MMEs). While they are doing this, new UEs may attach and detach, and it becomes extremely difficult for the offloading MME to know when it has offloaded enough. In short, the offloading process is blind, and this is made worse by the fact that it should be done over a period of time, and uncertainties will increase.

Meanwhile the eNB would theoretically assign the offloaded UEs to all other MMEs (not just the new one) according to their relative capacities. This means that each existing MME is likely to both shed UEs as well as receive new ones at a faster rate than normal – therefore the whole process becomes quite uncontrolled.

To complete the solution, it is important that the eNB is able to better control the assignment of UEs to MMEs during rebalancing (TAU) operations for this use case. We can see two options for this:

(a) Let the MME set an IE “Assignment Priority”. This IE could be included both in the S1 SETUP RESPONSE and MME CONFIGURATION UPDATE messages. It could just be a flag, or it could have multiple levels. In this case, a new MME would assign itself a high priority, and as traffic builds up, reduce it. The drawback is that the new MME would still do this in a blind manner without knowledge of the other MME’s loads (i.e. when to stop a high priority?).

(b) Let the MMEs provide an IE “Loading Indicator”. This IE could be included both in the S1 SETUP RESPONSE and MME CONFIGURATION UPDATE messages. It could consist of a number e.g. in the range (0…100) providing an indicator of the percentual MME load. In this case, the eNB would ensure that the loads were balanced – which in the case of the new MME introduction, would result in all rebalanced UEs being diverted to the new MME. 

2.3 Issue 3: General Load Balancing / Overload Avoidance

For general operation, rebalancing is not required. Instead, the relative capacity will be used to ensure that the load distribution generally matches the ratio of relative capacities.

Unfortunately this ideal distribution is unlikely to be obtained in practice since there will be statistical variations due to events which cannot be controlled or observed by any one of the network elements (e.g. uneven exit of UEs). At any point in time, one MME in the pool will be closer to overload than others. However the eNBs are not aware of this and will continue to treat MMEs according to the relative capacities. 

Obviously, if the eNB is aware of the relative load (as opposed to relative capacity), it can bias any MME assignments on TAU or initial attachment away from the more loaded MME and towards the least loaded. This does not entirely solve the problem since the eNB does not control assignments on inter-pool HO, but it will help to reduce the probability of single MME overload.

To provide support for this function, we can reuse the proposals of the previous section. For example, the MME could simply grade its “Assignment Priority” depending on load such that near overload situations, it would have a low priority. However this has the problem that all MMEs (from different vendors) would need to behave similarly in terms of the priority mapping to load, so needs careful design.

Alternatively, use of the “Loading Indicator” would achieve this target. In this case, there should be a reduced problem with the interpretation between vendors if for example maximum load was considered to be equivalent to the overload triggering condition for the particular MME and configuration.

3 Conclusions and proposals

Based on the above analysis, the following modifications should be considered:


1. The dynamic range of the Relative Capacity IE is increased to (0…65535)

2. A new optional IE is added to the MME CONFIGURATION UPDATE message: “MME Loading Indicator” with range (0..100), where the highest value reported should match the overload trigger condition.

3. Alternatively, a new optional IE, “MME Assignment Priority”, is added to S1 SETUP RESPONSE and MME CONFIGURATION UPDATE messages. This could have three values only: HIGH (new MME or under 20% load), NORMAL (at least 20% below overload triggering), and LOW (all other cases, plus MME to be taken out of service).

Motorola is providing a short CR for the item #1.

For items #2 and #3, Motorola believes that they could improve convergence of load in the new MME introduction use case, ensuring that the new MME did receive most of the new or rebalanced UEs. They would also ensure that no ill effects arose in case the MME overshot the rebalancing action. Both would also help with the prevention of overload in normal operation.

Motorola prefers solution#2 as it is the most flexible and informative, and will draft a CR in case of a consensus in this direction.
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