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1 Introduction 

In the Kansas City RAN 3 meeting, we had agreed about the basic framework about Load Balancing Signalling procedure over X2. However, many of the issues still need to be addressed and clarified for this procedure to work efficiently. In this contribution we discuss the existing open issues and propose a way forward for solving these issues.  
2 Discussion of open issues
According to the latest agreements, the Load Balancing procedure between eNBs shall be started/stopped using Resource Status Request Message and peer eNB shall report the status using Resource Status Update Message. We have only agreed on the periodic reporting method and yet to agree whether reporting would be done on the basis of GBR and non-GBR basis or on QCI basis. Furthermore, the definition and the reporting of the TNL and HW load is still open. In the following section we discuss these issues in more detail and suggest a way forward.
2.1 Need for event triggered reporting

According to the latest agreement, only periodic reporting is used for Load Balancing. We propose to use event triggered as well in order to:

· Have more  detailed information about the load iand take a more reliable decision

· Have more flexibility for deciding the granularity of the load information, e.g. one can choose to only use the event triggered load information in order to lower the eNB processing.
· Support the HO decision algorithm (see picture below).

Consider the case where in between two reporting intervals (configured say 10 seconds apart) any event happens such that the load in the cell is increased to say 99 % with only 15-20 Physical Resource Blocks remaining for a period of 3-4 seconds as shown in Figure 1. 
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With only periodic reports there is no indication to the neighboring eNBs to not request the handover during this highly loaded period. 
Further we think that two basic events are needed for such event based reporting. For example Event 1 : Total PRB usage exceeds XX% ,  Event 2: Total PRB Usage fall below XX% . We consider that normalized thresholds taking cell bandwidth into account be configured for event based reporting.
Proposal 1: To have event triggered PRB reporting in addition to periodic reporting.

Proposal 2: At least two events be considered Event 1: Total PRB usage exceeds XX%, Event 2: Total PRB Usage fall below XX%, where XX is the normalized threshold taking cell bandwidth into account.
2.2 GBR/non-GBR or QCI based Measurements

The PRB utilisation in Resource Status Update message could be based either on GBR/non-GBR or on QCI based measurements. In the last meeting there were come concerns expressed by the companies that the QCI base reporting would have interoperability problems because of the possibility of configuring non-standardised QCI within the network.  One could argue that even if non-standardised QCI are configured within the operators network they would be the same for all the eNBs hence consistent QoS treatment is experienced and the problem may not actually happen in an homogeneous network. However the big question is can the operators ensure this? If the answer is No, it may be beneficial to consider GBR/non-GBR based reporting as a way forward unless some means of resolving the non standardised QCI related issue could be found. Hence we propose that we take the GBR/non-GBR measurements as the basis for PRB utilisation in Resource Status Update message. Another advantage of using GBR/non-GBR measurements is that the handling of such measurements would be simple compared to QCI based measurements.
Proposal 6: To introduce GBR/non-GBR based PRB utilization in Resource Status Update message. 

2.3 HW and TNL Load definition

2.3.1 HW Load definition

In the last meeting it was proposed that the eNBs exchanges an Indicator which may take values of No Load, Loaded, Heavy Loaded and Overloaded
During discussion, following open points came out:
· Granularity of the indicator:

· indication per node or by cell

Since the definition of HW load may vary depending on the implementation, we think that having such a granularity may not bring much added value. We propose to use a NoOverload/Overload indication.
The NoOverload Indication tells us that there is no Overload situation any longer. This information does not bring added value in terms of SON functionality (we assume that an Overload indication is followed by a “noOverload” indication according to internal HW congestion handling algorithm), but it may be used for real-time purposes e.g. for HO decision algorithm.

Furthermore, due to traffic model evolution/network dimensioning, HW resources may be shared among cells during first deployment or be dedicated for each cell when the traffic gets higher.

In order to cover all possible scenarios, we propose the HW Load indicator to be used per cell. If the cells will use same HW resources, it is expected that the eNB fill in the same value for each cell.
The HW Load should be reported upon request from the eNB.
2.3.2 TNL Load definition

In the last meeting it was proposed that the eNBs exchange the TNL load percentage plus the link capacity.

Following aspects need to be clarified with regards to the TNL load:

· Definition

· Reporting-procedure

Definition 
In case of TNL the load is defined/measured as the worst case scenario e.g.: for each bearer, the BW requirement is calculated by adding the overhead of GTP, UDP, IP to its maximum rate on the radio interface (which is normally retrieved internally according to the requirement coming from the MME and the UE category, release etc.).

The current used BW is measured as the sum of the required BW of all the admitted connection. The used BW should be updated every time an e-RAB is setup, modified or released. The BW requirement should be calculated on IP layer according to the service level agreement.
Reporting:

According to this definition, the BW usage is calculated according to the maximum traffic that each bearer may cause at IP layer. This means that that the TNL load does not mirror the real-time load on Uu interface.
Also, note that the maximum BW available may be different according to the type of incoming traffic e.g. in case of Ethernet one may use CIR as BW available for high priority IP traffic class and CIR +EIR in case of low priority traffic class.
The traffic load definition is implementation dependent; it strictly depends on the layer the TNL load is defined, from the priority traffic used and from the physical layer as well.

In order to make it simple, we propose to use a generic indicator with values of Overload/NOOverload.

The number of Overload indications received from one node should then be used for SON functionality e.g. for changing the HO parameters.
We can agree on a common understanding of the Overload Indicator e.g. the indication can be triggered when the estimated used BW (calculates as above in the TNL Load definition paragraph) is equal to Total BW less 20 %.

The total TNL BW may be exchanged during the X2 Setup procedure assuming the eNB receive it from the MME.
The Nooverload Indication tells us the Overload situation any longer. This information does not bring added value in terms of SON functionality (we assume that an Overload indication is followed by a “no overload indication” according to internal TNL congestion algorithm), but it may be used real-time for HO decision.
The TNL Load should be reported upon request from the eNB.
2.4 Changes Proposed – detail on Report Characteristics IE
A new IE Report Characteristics needs to be introduced for supporting periodic and possibly multiple event triggered measurements. This IE needs to be included in Resource Status Request and Resource Status Update Messages. This IE could also be set to receive report just once for the eNB to get a snapshot of the load situation at that point in time. This IE can be considered as a bit string with each bit indicating specific event. The length of the bitstring is needs further discussion but 16 bits would be sufficient to accommodate any future addition of events.  
	Report Characteristics Value
	Event Explanation

	0000 0000
	Report Sent once

	1000 0000
	Periodic 

	0100 0000
	Event X : Total PRB Usage exceeds Threshold 1

	0010 0000
	Event Y: Total PRB Usage goes below Threshold 1

	0001 0000
	TNL Load

	0000 1000
	HW Load

	0000 0100 to 0000 0001
	 Reserved for Future Events


Procedural description of Report Characteristics IE in Resource Status Request Message

If Report Characteristics IE indicates how the reporting of the measurement shall be performed. Report Characteristics IE indicates whether reporting shall be once, or periodically, or event driven, in which case multiple events can also be configured
If the Report Characteristics IE is set to "Periodic", the receiving eNB shall immediately and periodically initiate a Resource Status Update procedure for this measurement, with a frequency as specified by the Report Periodicity IE. If Report Periodicity IE value is not specified, the slave eNB shall apply a default value

If the Report Characteristics IE is set to "Event X", the slave eNB shall initiate the Resource Status Update Reporting procedure when the measured entity rises above the requested threshold, as specified by the Measurement Threshold IE, and then stays above the threshold for the requested hysteresis time, as specified by the Measurement Hysteresis Time IE. If the Measurement Hysteresis Time IE is not included, the slave eNB shall use the value zero for the hysteresis time.
In addition, the Report Characteristic may start the TNL and HW Load.
3 Conclusion
In this contribution we discuss the open points related to load balancing procedure and propose a way forward for closing these issues. We also highlight the changes required for incorporating proposed functionality in the load balancing procedure. The CR for 36.423 is provided in [2]
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