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1 Introduction

The current ANRF function description in [2] does leave it open how a transport address lookup using Phy-CID and Global-CID is realized and how the mapping of CID to TLA can be established. One idea for this mentioned so far is the following: after receiving the global cell id of the newly detected neighbouring cell by the UE, the source eNB must fetch a transport layer address corresponding to this global cell id from some central server/DNS.
The difficulty to automate this retrieval of the transport layer addresses in a multi-vendor context has been analysed in [1]:  

· either it needs a coordination effort to populate and coordinate inter-vendor DNS and proprietary look-up implementations in order to be able to look-up a global cell id that is unknown in the initial node domain,
· or it requires a standardization effort to define standardized cross-domain FQDN and associated building rules;

· further it was highlighted that the population of a look up table is an issue to be solved. 

 [1] was noted to be continued.
This document proposes a mechanism, which would allow to resolve the two open issues of the ANR function, namely the address lookup in a multivendor environment and the population of the TLA lookup table.
2 Description
This paper proposes to use the MME to relay the necessary information between the involved eNBs beforehand.

In the first S1 Setup Request, each newly introduced/started eNB can include together with its identity one/several transport layer addresses (TLAs) that may be used by a neighbour for contacting. The MME relays/distributes this information via its secure S1 connections to the potentially interested eNBs in the “neighbourhood” of the new eNB. It is left up to the MME to decide the range of surrounding interested eNBs: it may be the whole pool area or limited to a set of eNBs within one or several surrounding TAs, such that the set contains every eNB which is a candidate for an ANR measurement triggered X2 establishment. For the range the following consideration applies:
· For the maximum range (i.e. the whole pool area), it is evident that every potential candidate for an X2 interface is contained. Note that here the following reasoning is applied: For a handover to an eNB outside the pool area an S1 handover is anyway needed. Therefore, especially if the pool area borders are such that they don’t cross high capacity areas, the network can be deployed with no X2 interface between eNBs belonging to different pool areas allowing then a fully automated configuration of X2 connectivity by this mechanism. One small disadvantage of this is that an eNB is probably provided with TLA look up information for many eNBs, which will never be candidate for an X2 interface.
· Often an MME will have some topological knowledge about adjacency of TAs. If such knowledge is existent it can be used to limit the range (e.g. only to the TAs to which the new eNB belongs to or which are adjacent to it within the same pool area). The MME knows these eNBs from their S1 Setup Requests. This approach allows to keep the amount of TLA look up information to be provided smaller.
If an operator wishes to allow for exceptional X2 connectivity (e.g. between pool areas) not supported by this approach, he/she can anyway use proprietary O&M bases means to establish these few connections. 
The information is proposed to be relayed via a new S1 message: Downlink Information Transfer.
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3 Conclusion

This paper has proposed a mechanism to complete the ANR SON feature such that it provides a fully automated configuration of X2 connectivity.
The necessary information (at minimum the transport layer addresses to be used for contacting over X2 interface) is included by the newly introduced eNB in the first S1 Setup Request and relayed via one MME to be distributed to surrounding eNBs. The surrounding eNBs can store and use this information upon ANR detection of this new neighbour by one UE and further trigger X2 Setup procedure. 
It is proposed to have a look at the corresponding CR in tdoc R3-082480. In this CR a variant with easier coding has been implemented where the newly introduced/restarted eNB sends the necessary information in a separate UL Information Transfer message just after the S1 setup Request rather than within the S1 Setup Request message itself.
It is proposed to agree on this CR in order to benefit from this full ANR SON mechanism as soon as release 8 and not wait for release 9 to have it.
[1] R3-081226 ANR Neighbour IP address look-up and establishment
[2] 3GPP TS 36.300 V8.5.0; “Evolved Universal Terrestrial Radio Access (E-UTRA) 

and Evolved Universal Terrestrial Radio Access Network  (E-UTRAN); Overall description; Stage 2 (Release 8)”
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