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1. Introduction
The basic procedure for load balancing has been adopted in the RAN3#60 meeting and further discussed in #61 meeting. There are a few leftover issues on the measurement quantity which would deteriorate the performance of load balancing. This contribution analyzes those issues.
2. Discussion
2.1. GBR/Non-GBR or Per QCI reporting
In the RAN3#60 meeting, the pros and cons of each measurement (GBR/Non-GBR and Per QCI) were discussed. There were concerns that vendor specific QCIs will make the sharing of per QCI load useless.
In the LS from SA2[2], it is clarified that “for the consistent behaviour it is required that all nodes in the same network support all used QCIs, both standardized and non standardized.” Therefore it is clear that QCI will be consistent in the same network. 
In other words, vendor specific QCIs are legitimate but it is operator’s natural duty to make sure that all of the QCIs are consistent along the whole network. When the QCIs (including standardized and vendor specific/operator customized) are consistent among NEs, it is no longer a problem to exchange it on X2 for the load balancing. 
Since Per QCI measurement can cover the GBR/Non-GBR measurement, it is proposed to have Per QCI PRB usage exchanged in the load balancing procedure. Moreover, Per QCI measurement enables the possibility of having a better/finer load balancing. Related eNBs can perform the load balancing only on some specific QCI thus the network has better control on the load. 
Proposal 1: Per QCI reporting is applied for both standardized and non-standardized QCIs.
2.2. Number of Users Per non-GBR QCI
The PRB measurements are able to show UL/DL PRB usage each QCI level. However, they are not able to distinguish a situation where only a few UEs consume a lot of resource blocks. Such scenario can happen during night when some users go to sleep but leave their UEs doing e.g. FTP download. The related QCI in such situation should not be considered as heavily loaded because reducing the PRB allocation to these UEs will not cause unpleasant user experience significantly. On the other hand, there might be cases that lots of UEs are served in a specific QCI and from user experience point of view the related QCIs should be more or less considered really loaded.
The problem above can be understood as the unawareness of number of users per non-GBR QCI (for GBR QCIs, the PRB usage can pretty much reflect the number of users). If there are quite lot users, it is understood as really loaded. If not, the specific QCI is understood as kind of pseudo-loaded. It is then proposed to exchange number of users per non-GBR QCI together with the PRB usage to provide more comprehensive load information. 
In stead of measuring number of users per QCI, there was also proposal [3] suggesting to count the number of active bearers per QCI. However, such approach would somehow introduce biased picture on load. Some UEs may have multiple bearers (with same QCI) in order to achieve higher throughput. In such case the per bearer PRB usage is still low making the cell appears to be loaded. From this aspect the number of users can reflect a more precise load situation.   
Practically the number of users can be measured by counting the number of RRC connections per QCI. 
Proposal: The number of users per non-GBR QCI is included in load reporting together with PRB measurement. 
3. References

[1] R3-081520, Load Balancing procedure for X2 interface, NEC
[2] S2-086388, Reply LS on Load balancing signalling on QCI
[3] R3-082009, Non-GBR QoS Indication for Load Balancing, Nortel, Orange



































































































































































































1
1

