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1. Introduction
As part of ANR function, an eNB needs to be able to resolve an IP address of a neighboring eNB from the Cell Global ID (CGI) of the neighboring cell. The IP address can be used in order to establish an X2 interface between eNBs and is very useful in the context of self organizing network (SON).

Contribution [1] proposes the IP address resolution to be standardized by defining a Fully Qualified Domain Name (FQDN) of an eNB based on the CGI of the eNB. The FQDN can then be used when needed by the neighboring eNB in a DNS query as in a regular IP network for resolving the IP address of this eNB. This approach will later be referred to as “DNS approach”.
Contribution [2] proposes that an eNB may resolve the IP address of the new eNB by performing an S1 handover to the new eNB.. This approach will be later referred to as the “S1 approach”.
This contribution compares the DNS approach with the S1 approach and also addresses some issues raised on the DNS approach in [2]. The contribution also proposes an enhancement to the S1 approach. 
2. Discussion
2.1. Discussion on DNS approach

Figure 1 shows an architecture for the DNS approach. The DNS server is configured to create, update, or delete a DNS entry from the Network Manager, using standard methods defined in [3] and [6].  A DNS lookup, however, can be done by any eNBs to any DNS server belonging to the operator. Figure 2 shows a typical sequence for retrieving IP address of a new neighboring eNB that just becomes operational using DNS approach.
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Figure 1 Architecture for CGI to IP address mapping using DNS approach
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Figure 2 Example call flow for CGI-IP address mapping update and query

Similar DNS approaches are already being used in [4], e.g,. for APN and W-APN, using DNS query to get the IP addresses of GGSN and PDG.
2.1.1. FQDN Format

In the DNS approach, we propose to define a standardized FQDN format based on the CGI of the eNB as follows: 
<CGI>.X2.eUTRAN_eNB.MNC<xxx>.MCC<yyy>.3gppnetwork.org, or
<CGI>.X2.<operator>.com
Where: 
· <CGI> is ascii hex representation of CGI , 
· <X2> implies that the IP address being queried is for the X2 interface, since another interface of the eNB may offer a different IP address.

· <MCC> and <MNC> represent the MCC and MNC of the eNB.
· <operator> name is learnt by the eNB from OAM.
2.1.2. DNS hierarchy and configuration

An eNB will be assigned to a particular authoritative server responsible for the domain name hierarchy assigned to the eNB, .e.g., there maybe a server responsible for all entries belonging to MNC<xxx>.MCC<yyy>.3gppnetwork.org domain. Any DNS query for an entry in the domain on all other DNS servers will be resolved via the authoritative server if the entry is not cached locally in the local DNS server. The duration that the entry can be cached is given in the TTL field in the DNS response from the authoritative server. Since IP address lookup of the eNB at the DNS server should not be a frequent event, the TTL from the authoritative server can be set to zero or a very small value. This will ensure that if IP address of an eNB changes and  neighboring eNB needs to resolve the new IP address, that can be done with minimal delay.
2.1.3. Discussion on issues with DNS approach  
Pros

· Uses open and well-known protocol (DNS), via standardized and autonomous method of creating FQDN from CGI. 

· Standard off-the-shelf DNS server can be used
· DNS query has well-defined mechanism for propagating hierarchical query
· May be able to reuse existing DNS servers in the operator core network. 

· Does not rely on 3GPP specific OA&M functionality

· Does not affect eNB self-establishment procedure 

· Scalable

· Works efficiently across operator domains

 Cons

· Need to add DNS server for resolution of eNB IP address
· Need to add functionality for OAM / eNB to update the eNB IP address at the DNS server every time an IP address is assigned or changed.
2.2. Discussion on S1 approach

[2] presents an alternative methodology in which the S1 interface is utilized by the eNB to learn the IP address of a neighbor. In particular, [2] proposes preparing a S1 handover to the newly discovered neighboring cell – whose acknowledgement from the target eNB will contain its X2 IP address. 
This contribution agrees that the S1 handover method proposed in [2] may be a viable approach to resolving the X2 IP address of a neighboring eNB. The format of the target eNB ID in [5] is currently listed as FFS, but is likely to contain information about the TAC (similar to LAI and RAC included for target RNC-ID) – essentially, this information needs to be adequate for the MME to route any S1 handover message to the appropriate eNB. Subsequently, the target eNB could reply with its own X2 IP address.

2.2.1. Discussion on issues with S1 approach

Pros

· Does not need a new entity (DNS Server) that needs to be deployed and maintained by the operator.

· Does not affect eNB self-establishment procedures.

· Scalable

Cons

· It is unclear whether MME should allow a fake handover request to propagate to a target eNB, without having a valid UE that has carried out attach and activation procedures. Allowing such fake handover requests may open up loopholes for security attacks like DoS, especially in the presence of customer-owned HeNBs.

· This issue may be addressed by proposing new messages over the S1-AP interface (Sec 2.2.2).

· The handover messages are meant for a different purpose (i.e. handover) and would have to be augmented to carry IP addresses. Since handover messages are far more common that the IP address discovery (only during setup), it is preferable to not alter the common incumbent handover messages with extra IP address fields. 

· This issue is no longer applicable if utilizing new messages (Sec 2.2.2).

· If neighboring eNBs belong to different operators (e.g. at national borders), their MMEs may not share a S10 interface for inter-MME handover. However, the neighboring eNBs may still need to learn each other’s IP address (e.g. for interference management messgaes). The S1-based address discovery mechanism will not work in such cases.

2.2.2. New IP Address Discovery Messages

This contribution proposes an enhancement of a new set of messages over the S1-AP interface, to carry a payload exchanging IP addresses between eNBs. The payload type for this purpose would be the IP address Request and Response. When an eNB becomes aware of a new neighbor, it sends a IP address Request payload to the MME. The source eNB will include its own X2 IP address in this message. The MME will forward the message to the target eNB, and include the payload. The target eNB will respond with its own X2 IP address back to the MME. Finally the MME will relay the message, including the IP Address Response payload from the target eNB to the source eNB. Since the original request message also contains the IP address of the source eNB, this also enables the target eNB to set up an X2 connection with the source, if it desires.
Furthermore, when the target eNB lies under a different MME, the payload has to be routed to the appropriate MME. The source MME can use the target eNB ID to determine the target MME, similar to the procedure for handover with MME relocation (Sec 5.5.1.2 in [5]). Thus, a new S10 message will be introduced to carry the payload between MMEs. 

The IP Address Discovery may be supported by the introduction of 3 new messages, to carry the IP Address Request.
	Message Type
	Inter-eNB communication to MME
	Inter-eNB communication between MME
	Inter-eNB communication from MME

	Interface
	S1
	S10
	S1

	Direction
	eNB ( MME
	MME ( MME
	MME ( eNB

	Source ID Field
	Source eNB ID
	Source eNB ID
	Source eNB ID

	Target ID Field
	Target eNB ID
	Target eNB ID
	Target eNB ID

	Payload type
	X2 IP address Request
	X2 IP address Request
	X2 IP address Request

	IP Address Field in Payload
	Source eNB X2 IP address
	Source eNB X2 IP address
	Source eNB X2 IP address


All of the above messages will also require their corresponding acknowlegement messages.
On the return path, the same 3 messages may be used to carry the IP Address Response payload back to the source eNB.

	Message Type
	Inter-eNB communication to MME
	Inter-eNB communication between MME
	Inter-eNB communication from MME

	Interface
	S1
	S10
	S1

	Direction
	eNB ( MME
	MME ( MME
	MME ( eNB

	Source ID Field
	Target eNB ID
	Target eNB ID
	Target eNB ID

	Target ID Field
	Source eNB ID
	Source eNB ID
	Source eNB ID

	Payload type
	X2 IP address Response
	X2 IP address Response
	X2 IP address Response

	IP Address Field in Payload
	Target eNB X2 IP address
	Target eNB X2 IP address
	Target eNB X2 IP address


3. Conclusion
This contribution makes two proposals and asks that RAN3 select one of them as the standardized approach for resolving the IP address of an eNB. For both proposals, the pros and cons are discussed, in order to facilitate a decision.
Proposal 1: Using DNS as the mechanism for resolving the IP address of a neighboring eNB, based on its CGI. This requires the standardization of an FQDN based on the CGI, which will be used in the DNS query.

· Operators need to deploy and maintain a DNS server that is updated with the mapping between the CGI and the IP address of all eNBs. However, this may be handled within a proprietary OAM domain and need not be standardized in 3GPP.

Proposal 2: Adding a new set of Messages to the S1-AP and S10 interfaces (as specified above), that will allow neighboring eNBs to exchange their IP addresses, in order to enable X2 setup.
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