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1. Introduction

To enlarge soft combining and MBSFN area, both centric and GGSN solutions provide methods to realize user plane content synchronization across NB+s.
This contribution discusses the robustness of content synchronization for both centric and GGSN solution.
2. Content synchronization solutions
This section introduces basic points of content synchronization in centric and GGSN solution.

2.1 Content synchronization in centric solution
In centric solution, the master NB+ implements PDCP/RLC of MBMS service data, and transfer RLC PDUs along with timestamp to slave NB+s via Iur connection. Each Iur FP data frame contains RLC PDUs transmitted in same TTI. The timestamp indicates the starting CFN of the TTI.
Slaves NB+s implements MAC/PHY processing and scheduling according to the timestamp.
2.2 Content synchronization in GGSN solution

According to [3]:
The GGSN is passing the user data packets received from BM-SC to the NB+s and adding the same absolute time stamp value (received e.g. from the GPS clock) for all the data packets of the MBMS stream arriving from BM-SC within certain time period defined by O&M system in advance.

Additionally the GGSN will need to count the user data packets when forwarding them to NB+s over IP Multicast in order to be able to include the correct data packet/byte counter information to the GTP-PDU header together with the absolute time stamp value to maintain the NB+ recovery from the possible packet loss.

The packets marked with same timestamp are called a data burst. Packets in same data burst should be RLC concatenated.
3. Timestamp setting
This section discusses the method of how the timestamp is set for RLC PDU in centric solution and PDCP PDU in GGSN solution.

3.1 Centric solution

Master and slaves NB+ share same radio channel capacity (static or dynamic) configuration. The Master NB+ decides which RLC PDUs should be transmitted in a same TTI according to radio channel capacity in the same way as that of legacy RNC.
The radio channel capacity can be derived from TFS/TFCS configuration.
3.2 GGSN solution
3.2.1 Overflow problem
In GGSN, the timestamp is set according to packet’s arriving time only, without consideration of the packets lengths as described as following text copied from [3], “Clarification on Synchronization Scheme in GGSN Solution”: 

To support the soft combining and MBSFN transmission modes the GGSN will include to the user data PDUs an absolute time stamp value, which is used in NB+s for the synchronized radio interface transmission. The GGSN will not do any flow control.

The BM-SC shall follow the agreed QoS parameters when sending the user data towards the GGSN. If BM-SC is sending the data properly, the GGSN forwarding the user data packets is able to “timestamp” the packets such a manner that overflow situations in NB+ can be avoided.
The overflow problem mentioned above is a situation that NB+ can’t sent out data packet marked with a timestamp before next timestamp. If the bit rate in a certain period is larger then radio channel capacity in the same period, the overflow happens.
And according following text and figure from [5], the bit rate of stream service is variable in nature. 
The data rate of an encoded video signal is variable. H.264 (as defined by ITU) is the only currently specified codec for WCDMA MBMS video streaming (including television) services. Even though adaptation to content-based differences (amount of motion in video picture) is not very well supported in currently available encoders, due to the somewhat unpredictable need to include “full picture” frames (also known as I-frames) there can be significant variations in the data rate of an encoded video signal. An example of this data rate variation, averaged over one second interval, is shown in Figure 1. This stream was generated using a “Constant Bitrate” encoder setting, but still the maximum data rate was 403kbps, while average was 322 kbps.
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Figure 1: Example of H.264 encoded video data rate averaged over 1-second intervals

So, to avoid this overflow problem, BMSC is required to implement flow control according to QoS parameter to avoid large variation of service’s bit rate received by GGSN. 
Question: What is the timer precision requirement for flow control function in BMSC to make the flow bit rate good enough? Can legacy BMSC meet the requirement?
But flow control in BMSC still can’t resolve the overflow problem. The reason is that transport network jittering between BMSC and GGSN will introduce bit rate variation. Because of the transfer jittering, a flow shaped packet may arrive at GGSN later than planned. This may cause higher bit rate in next synchronization sequence period. 
In this case flow shaping is broken by network jittering and overflow happens.
Figure 5.1 and 5.2 show an example of how network jittering causes overflow problem.
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Figure 3.1 packets arrives according QoS, no overflow
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Figure 3.2 PDU 2 arriving time delayed by transport network, overflow happens

Conclusion: Transport network transfer jittering from BMSC to GGSN introduces bit rate variation which may cause overflow in radio interface.
4. Synchronization recovery from multiple consecutive packet loss

The main issue of multiple packets concerns RLC synchronization.
To recover RLC synchronization from multiple packet loss, RLC concatenation/segmentation/padding and RLC sequence number allocation must be aligned for the next received packet among NB+s.
4.1 Centric solution
In the case that single or multiple Iur DATA FPs get lost, the subsequent Iur DATA FP sent from master to all NB+s still contain same RLC PDUs.
The NB+ involved in packet loss processes the next received Iur DATA FP in exactly the same way as other NB+s and synchronization is kept as if no packet loss happens.
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Figure 5.1
In figure 5.1, Iur DATA FP number 1 contains 3 RLC PDU with RLC Sequence number of 1, 2 and 3. Iur DATA FP 2 contains RLC PDUs of sequence number 4 and 5. Iur DATA FP contains RLC PDUs of sequence number 6, 7 and 8.
NB+ 1 and NB+ 2 are slave NB+s. In the case assuming that NB+ 2 did not receive Iur DATA FP 1 and Iur DATA FP 2. It will mute the corresponding TTI in air interface. When it receives Iur DATA FP 3, the contained RLC PDUs are the same as that of NB+ 1 received. NB+ 2 continues to process RLC PDU 6, 7 and 8 as NB+ 1 does.
4.2 GGSN solution
There are 2 cases discussed in this document: one is multiple lost packets distributed in one data burst. Another is 2 or more data bursts get lost.
4.2.1 Multiple packets loss, RLC LI number problem
In RLC specification, additional RLC LI overhead is define to indicate the end of a RLC SDU in RLC PDU. The RLC LI is part of RLC PDU header and is sent along with service data in air interface. The number of RLC LI for each RLC SDU varies according to the RLC SDU’s position in RLC PDU.
By checking packet sequence number and byte counter, the NB+ can detect total number and total length of consecutive lost packets. 
But, NB+ can’t know each lost packet’s length. As a result, NB+ can’t determine the exact position of each lost packet in RLC PDU, and the total RLC LI number for these lost packets can’t be calculated. 

Following figure show a simple example on this problem.
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Figure 5.2 LI number depends on packet length distributions
Assuming these packets lost in figure 5.1, in different length distribution, there would be different number of LI. It would result in de-alignment in the following packets. So the content synchronization would not be kept on.

In LTE MBMS, the idea of “One LI per SDU/SDU segment” is proposed by several companies to resolve this problem.

In HSPA+ MBMS, it’s impossible to modify RLC specification, otherwise it will cause compatibility problem and legacy UE can’t receive MBMS service without upgrade.
4.2.2 Multiple data burst loss, RLC concatenation problem
Data burst is defined as a set of packets with same timestamp which are RLC concatenated in RLC processing. Packets belongs to different data burst don’t be RLC concatenated.
Loss of multiple synchronization means all packets belong to these data burst get lost.
In this case, NB+ has no idea of packet distribution in the lost data burst.As a result, NB+ can’t decide which packets should be RLC concatenated and which ones should not.
Figure 5.3 shows an example of 2 sequences, 3 packets, A, B, and C lost. 
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Figure 5.3 loss of multiple data burst
In (a), packet A is a data burst, and packet B and C belongs to another burst. After RLC processing, B and C are RLC concatenated. 3 RLC PDUs is used. 
In (b), packet A and B belongs to a burst, and packet C itself is a burst. After RLC processing, packet A and B are RLC concatenated. 4 RLC PDUs is used. 

Then, for next received packet, different RLC PDU sequence number is allocated, synchronization is lost from this time on, and can never be recovered. 
For GGSN solution, synchronization sequence is several TTI time long.When in network problem, there is a high rish that packet in multiple data burst may get lost.
To resolve this problem, possible solutions require modification of RLC structure; it’s not acceptable in HSPA+ MBMS.
5. Synchronization recovery from NB+ restart
After a NB+ restart for OAM operation or exception reason, it should re-establish MBMS context and resume the service data transmitting in air interface.
For both soft combining and MBSFN, the content synchronization should be recovery from NB+ restart.
The main issue of synchronization recovery is that the restarted NB+ should align RLC sequence number with other NB+s for MTCH.
5.1 Centric solution

In centric solution, RLC processing is done in the master NB+. RLC PDUs sent from master NB+ to involved slave NB+s carried RLC sequence number.
After a slave NB+ restart and re-establish MBMS service context, it will receive RLC PDUs from the master. The RLC sequence number of the RLC PDU it receives is exactly the same as that of other NB+s receives. 
In other word, the RLC sequence number is aligned as if the restart never happens.
5.2 GGSN solution
In GGSN solution, RLC processing is done in NB+s independently. Each NB+ keeps the ‘next RLC sequence number’ variable for RLC SN allocation.
Before a NB+ gets restated, the ‘next RLC sequence number’ are aligned among NB+s.
But after restart, the ‘next RLC sequence number’ gets lost. The restarted NB+ has no idea on what RLC sequence number should be allocated for the RLC PDU of next received packets.
If the RLC sequence number loss synchronization, the content synchronization is lost.
6. Comparison table and conclusion
	
	Centric
	GGSN

	Timestamp setting
	Stable;
Not affected by network transfer QoS;
	Unstable;
Depends on BMSC flow control;
Due to network transfer jittering, overflow in NB+ may happen;

	Synchronization recovery from multiple consecutive packet loss
	Yes;
No extra method needed;
	No;
For multiple loss within a data burst, possible only if define a new RLC PDU format with “one LI per SDU” principle;

No solution if two or more data bursts get lost;

	Synchronization recovery from NB+ restart
	Yes;

No extra method needed.
	No solution yet;

	complexity
	low
	high

	Synchronization stability in cases discussed in this document
	guaranteed
	questionable
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